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Abstract

Telepresence robots offer the promise of remote presence, but user experience, usability, and per-
formance challenges hinder widespread adoption. This study introduces a novel and low-cost user
interface for telepresence robots that integrates insights from virtual reality (VR) and robotics to
address these limitations. The novel setup was designed holistically, considering several different fac-
tors: an inclined rotating chair for embodied rotation, a joystick for precise translation, dual displays
for enhanced spatial awareness, and an immersive setup with controlled lighting and audio. A user
study (N = 42) with a simulated robot in a virtual environment compared this novel setup with a stan-
dard setup, that mimicked the typical user interface of commercial telepresence robots. Results showed
that this novel setup significantly improved the user experience, particularly increasing presence,
enjoyment, and engagement. This novel setup also improved task performance over time, reducing
obstacle collisions and distance traveled. These findings highlight the potential for combining and
incorporating insights from VR and robotics to design more effective and user-friendly interfaces for
telepresence robots, paving the way for increased adoption.

Keywords: Virtual reality, Telepresence robot, User interface, Navigation, Spatial presence, Empirical user
study

1 Introduction

Teleoperated robots allow users to view, navi-

gate through, and communicate with those in a
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Fig. 1 Setups used in the study and their respective factors. The Standard setup (left), has lights on, one display, keyboard
for translation input (W/S keys), laptop is placed on a desk, speakers used for audio, keyboard for rotation input (A/D
keys), and chair is at an upright posture. The Novel setup (right), has lights off, two displays, joystick for translation input
(push forward and pull backward), laptop is placed on a laptop stand, headphones for audio, chair/physical rotation for
rotation input (turn left/right), and chair is at a tilted back posture. For the Novel setup, the joystick and laptop stand are
placed on a wooden platform attached to the chair’s armrest to allow everything to rotate with the chair.

remote environment (Desai et al. 2011; Almeida

et al. 2022), offering an improved sense of presence

and agency over traditional forms of long-distance

communication (Rae et al. 2014; Yang et al. 2018;

Kristoffersson et al. 2013). Telepresence robots

find applications in diverse fields. In business,

employees can remotely work and attend meet-

ings (Beno 2018; Lee and Takayama 2011); in

security and safety, safety personnel can remotely

patrol areas, navigate dangerous environments,

or conduct search and rescue missions (Schultz

et al. 1991; Henkel et al. 2016); in education,

students can remotely attend classes and partic-

ipate in group projects (Newhart 2014; Yousif

2021; Velinov et al. 2021), and attend conferences

(Neustaedter et al. 2016, 2018); in health, health

professionals can remotely monitor and consult

with patients (Vespa et al. 2007; Seethalakshmi

et al. 2021; Kristoffersson et al. 2011); in personal

home use, users can check on their home and fam-

ily (Yang and Neustaedter 2018; Hung et al. 2022);

and it is a device that enables people with acces-

sibility challenges to navigate and perform tasks

(Neustaedter et al. 2016; Zhang and Hansen 2022;

Tsui et al. 2015); among other uses (see reviews

(Tsui et al. 2011; Murphy et al. 2020)).

Despite their potential, telepresence robots

have not yet achieved widespread commercial

adoption. One issue users have with these robots

2
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is encompassed by the informal pejorative com-

ment that they feel like ”Skype on wheels”, as

users have reported difficulties and unnatural

interactions with them, negatively impacting their

experience and performance of tasks in a remote

environment compared to physically being there

(Stoll et al. 2018). This may be due in part to

a lack of compelling presence (a sense of being

and acting realistically in a remote environment),

which contributes to users behaving in unnatu-

ral ways (Slater 2009; Slater et al. 2009). This

may also be due to usability issues of the user

interface, demanding a high cognitive load to con-

trol navigation and lacks spatial awareness and

peripheral vision (Neustaedter et al. 2016; Hauser

et al. 2025), keeping users mainly focused on safely

operating and maneuvering the robot rather than

their primary task (Cohen et al. 2011; Hauser et al.

2025), for instance engaging in conversations with

others (Lee and Takayama 2011; Yang et al. 2018),

negatively affecting performance (Rae et al. 2014).

Addressing these presence and navigation issues

is paramount to improving the user experience,

performance, and, consequently, the widespread

adoption of telepresence robots.

A potential way to investigate these issues is

to observe how these are addressed in a domain

with similar challenges. Virtual reality (VR) is a

field that uses devices to allow users to visualize,

navigate in, and interact with a three-dimensional

fully virtual (computer-generated) environment

(Burdea and Coiffet 2003; Milgram et al. 1995).

The field of VR shares certain similarities with

telepresence robots that warrant consideration.

For instance, how users: visualize their virtual/re-

mote environment (displays used), control their

view of it (virtual/robot camera control), navi-

gate through it (input devices), and the challenges

users face when using them (user experience,

usability, and performance). Given these similari-

ties, we aim in this paper to leverage the knowl-

edge and concepts from VR studies to design and

evaluate navigation methods to improve the over-

all experience users have when using telepresence

robots.

One VR concept is spatial presence, the user’s

consistent sense of being in a virtual environment

(VE) (Lee 2004; Slater 2018) while intuitively

having a spatial awareness of their virtual sur-

roundings (understanding where they are and

where/how far virtual objects are from them)

(Riecke and Heyde 2002). This awareness is impor-

tant because users often get lost while navigating

in VEs (Chance et al. 1998; Ruddle and Jones

2001) and they misperceive distances compared to

the real world (Creem-Regehr et al. 2003; Witmer

and Singer 1998; Thompson et al. 2004; Riecke

et al. 2005). The input method users use to nav-

igate across a VE is important (Boletsis 2017;

Cherni et al. 2020; Martinez et al. 2022), it needs

to have good usability and provide users with a

3
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good user experience (Kim et al. 2020; Kazemi

and Lee 2023) while optimizing task performance

(Bowman et al. 2002) and minimizing cybersick-

ness (also known as simulator or motion sickness)

(Keshavarz and Golding 2022; Keshavarz et al.

2015; Khundam 2021; Berger and Wolf 2018).

Another related concept is sensory immersion,

where a device can overpower (Ermi and Mäyrä

2005) and obstruct real-world distractions and

sensory cues (Zheng et al. 1998) by submerging

the user’s multisensory perceptions in the envi-

ronment presented to them (Biocca and Delaney

1995). Immersion can also enhance users’ atten-

tion (Cho et al. 2002), sense of presence (Draper

et al. 1998), focus (Brown and Cairns 2004),

and performance on cognitive tasks like spatial

understanding, spatial memory (Dinh et al. 1999;

Schuchardt and Bowman 2007; Tan et al. 2003),

recall, and mental map development (Sowndarara-

jan et al. 2008).

To explore how the experience of controlling

a telepresence robot could be improved, we lever-

aged knowledge from both VR (human-computer

interaction (Dix 2009) and robotics (human-robot

interaction (Thrun 2004) to design a new user

interface (hereafter referred to as ”Novel setup”).

This interface specifically focuses on the infor-

mation transferred between the robot operator

(input) and the robot’s system (output). We

then conducted a user study to investigate how

this Novel setup compares to a control/base-

line user interface typical of telepresence robots

(hereafter referred to as ”Standard setup”) (Rae

and Neustaedter 2017; Björnfot 2021; Yang et al.

2018), across various aspects, including pres-

ence, user experience, usability, and performance.

To better control the environment and avoid

confounding variables, this comparison between

interfaces was conducted with a simulated robot

traversing a virtual environment.

Contributions. We contribute the following:

1. A holistic and accessible interface

paradigm that integrates principles of embod-

iment and immersion to fundamentally enhance

the telepresence experience, all without requiring

hardware modifications to the robot itself.

2. Rigorous empirical evidence from a

user study (N=42) demonstrating that this

paradigm significantly improves presence, enjoy-

ment, engagement, and task performance over

time when compared to a conventional interface

that mimics typical commercial systems.

3. A nuanced analysis of the critical

trade-offs inherent in highly immersive systems,

offering insights into the challenges of motion sick-

ness, physical demand, and other aspects that

must be considered in the design of future telep-

resence interfaces.
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2 Related Works

In this section, we present how other studies have

investigated modifications to robot user inter-

faces and key constructs and measures used to

evaluate telepresence robot setups: presence, user

experience, usability, and performance.

2.1 Presence

The sense of presence is central to telepresence

systems, as it influences how naturally users inter-

act with the remote environment (Kristoffersson

et al. 2013; Minsky 1980; Batmaz et al. 2020).

Research on VEs has shown that non-immersive

setups result in lower levels of presence com-

pared to immersive setups (Slater 2018), which

may cause users to behave in unnatural ways

(Slater 2009). This has implications for telepres-

ence robots, where the standard non-immersive

setup may hinder the user’s sense of presence and

lead to users having difficulty performing tasks

(Stoll et al. 2018). Although the use of a VR

head-mounted display (HMD) as a setup’s display

may be an obvious factor to enhance presence,

other factors can influence it, such as the input

device, the number of camera views (Adamides

et al. 2017), and the user’s posture (Kim et al.

2019, 2020).

A strong sense of presence generally improves

performance, as users who feel more strongly

in the environment can better understand and

engage in tasks (Grassini et al. 2020; Maneuvrier

et al. 2020; Draper et al. 1998; Nash et al. 2000).

However, the attention and cognitive demand

required both from the virtual (i.e., spatial under-

standing and obstacle avoidance) and the real

world environment (i.e., input device manipula-

tion) can affect both presence and performance

in different ways, meaning that the relationship

between performance and presence depends on

context (Maneuvrier et al. 2020), task, attention,

and cognitive demand (Draper et al. 1998; Nash

et al. 2000). Beyond presence, it is also impor-

tant to consider the user experience, usability, and

performance implications of different telepresence

robot setups.

2.2 User Experience, Usability, and

Performance

User experience, usability, and performance are

significantly affected by the input device used for

navigation (Slater et al. 2009; Van Erp et al. 2006;

Randelli et al. 2011; Doisy et al. 2017; Nash et al.

2000). Studies have found that the input device

used can significantly improve task completion

time, reduce the number of collisions (especially

in confined spaces), and that not only the natural-

ness and intuitiveness of a device should be con-

sidered, but also its sensitivity, cognitive demand

(Randelli et al. 2011), and affordances (Riecke and

Zielasko 2020). The amount of trials/time spent
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using a setup is also important, as it can give users

enough opportunity to both learn how to use and

improve their performance (Doisy et al. 2017).

2.3 Translation Methods

Studies have investigated multiple methods for

maneuvering robots in remote environments that

exceed the user’s physical space. Using keyboard

presses to control robot navigation is common

not only in academic research (Bazzano et al.

2019; Wang et al. 2013; Leeb et al. 2015; Rae

et al. 2014; Yang et al. 2018; Bazzano et al. 2017;

Guo and Sharlin 2008; Kadous et al. 2006) but

also in commercial telepresence setups (Björnfot

2021). A study showed that setups using a key-

board allowed for faster task completion, showed

greater perceived usability, and required less work-

load when compared to setups using a gamepad

as input (Adamides et al. 2017).

Another method used to navigate robots is

redirected walking, which allows users to walk

in curved paths which are perceived as straight-

lines, but it requires large rooms and tracking

equipment (Zhang et al. 2018; Li et al. 2022).

Omnidirectional treadmills have also been used

to locomote robots, as they allow for continuous

walking in any direction, but impose unnatu-

ral motions (e.g., slipping and sliding walking

gaits) from users, causing delays and mismatches

between user input and robot movement due to

bio-mechanical differences between humans and

robots (Spada et al. 2019; Elobaid et al. 2019).

These methods are also costly, limiting their prac-

ticality; see (Nilsson et al. 2018) for a comprehen-

sive review of walking locomotion methods.

The use of Brain-computer interfaces (BCIs)

(Bell et al. 2008; Leeb et al. 2015; Escolano et al.

2011) and gestures (Jiang et al. 2012) have also

been explored, but they are more cognitively and

physically demanding, respectively, and do not

perform as well as other methods, such as a

gamepad controller’s joysticks (Doisy et al. 2017).

2.4 Rotation Methods

We humans rotate our head to change our view-

point and better understand our real-world sur-

roundings; similarly, it is more intuitive and

immersive for users to rotate their head to see

more of a displayed environment rather than just

look in a fixed direction. Stationary displays don’t

follow head rotations, thus breaking immersion if

users rotate their head (Slater 2009). VR HMDs

address this problem by having the display accom-

pany users as they turn, providing robot operators

with an easier, more natural, and more immer-

sive experience (Pittman and LaViola Jr 2014)

rather than relying on virtual rotation methods

that use input from devices such as gamepads,

joysticks, or keyboards to rotate the robot (Doisy

et al. 2017; Björnfot 2021). Despite these benefits,

HMDs have drawbacks, including performance,

6
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user experience, and, in particular, motion sick-

ness (Adamides et al. 2017; Chen et al. 2013;

Ha et al. 2015; Koenemann et al. 2014; Suoma-

lainen et al. 2021), especially as the time spent in

VR (exposure duration) increases (Rouhani et al.

2024; Saredakis et al. 2020; Kennedy et al. 2000),

which is a concern when telepresence robots are

often used for long sessions (i.e., over 20 minutes)

(Jones et al. 2020; Yang et al. 2018; Shi et al. 2019;

Cash and Prescott 2019). When used to remotely

control telepresence robots, HMDs are limited in

that they cannot follow the user’s head pose. This

is because the robot’s camera is not omnidirec-

tional, it is fixed to its base, and does not typically

move or rotate with the user (Luo et al. 2023).

This can cause nausea and discomfort due to dis-

crepancies between what the user expects to see

when they move their head and what they actu-

ally see (e.g. the user moves their head to the left,

but the view does not change because the robot’s

camera did not move with them).

One method of controlling a robot’s rotation

(also known as forward direction or heading) with-

out the use of virtual rotations is to allow the

user to rotate their chair rather than using a joy-

stick (Van Erp et al. 2006). This method was

preferred by users as they were more careful and

moved the robot more smoothly, reached maxi-

mum rotation and translation speeds less often,

and often rotated without translating at the same

time. There are also approaches that allow users to

rotate their view independently of their navigation

direction by tracking the user’s head to rotate the

camera view (Doisy et al. 2017; Hughes et al. 2003;

Pathak et al. 2016; Suomalainen et al. 2022) while

the direction of movement is controlled by another

input, such as a gamepad (Doisy et al. 2017), hand

gestures (Doisy et al. 2017), the user’s head direc-

tion (Zielasko et al. 2020; Hashemian et al. 2024,

2023; Nguyen-Vo et al. 2019), or their hip/torso

direction (Zielasko et al. 2020). While this allows

users to look and perform a task in one direction

while moving in another, controlling robots in this

way requires tracking devices to track users and

modifying the robot’s hardware, either using a 360

camera or decoupling the camera from its base so

that it can rotate independently.

See these guidelines and reviews for further

detail on designing teleoperated robots with a

focus on locomotion methods and inputs (Gifford

2006), user experience and usability (Desai et al.

2011; Adamides et al. 2014; Youssef et al. 2023),

task performance (Bostelman et al. 2016), and

presence, usability, and performance in VEs (Nash

et al. 2000; Chandra et al. 2019; Wilkinson et al.

2021).
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3 Designing the Novel

Telepresence System

3.1 Design Pillars

We grounded our setup on six ”design pillars” -

a design concept that defines elements or emo-

tions that the experience is trying to achieve

(Pears 2017). These design pillars were used to

brainstorm high-level goals and guidelines to focus

development (Despain 2012). We focused on how

to support the telepresence robot user’s sense of

presence, user experience, usability, and perfor-

mance. Our group consisted of experts in the fields

of VR and robotics, and we drew ideas from the

literature in these fields and from our personal

experiences. Through our discussions, we agreed

on these design pillars that the setup should

provide to users:

(1) Agency in the Robot’s Control: users

should feel in full control of the robot;

(2) Intuitive and Precise Control: users

should perceive their control of the robot to be

intuitive and precise;

(3) Spatial Awareness of the Remote

Environment: users should easily understand

what is presented to them so they can effectively

search and navigate the remote environment;

(4) Immersive Setting: users should feel

immersed and be able to easily focus on the remote

environment;

(5) Comfort: users should feel comfortable

when controlling the robot.

(6) Modular, Affordable, and Accessi-

ble: users should be able to affordably and easily

modify their setup to achieve the desired setup.

Next, we describe each of these design pil-

lars, drawing on relevant literature to support and

explain our rationale for incorporating them into

our setup.

3.2 Agency in the Robot’s Control

We provided users with full manual control of the

telepresence robot (also known as pure teleoper-

ation) because some users prefer manual control

to having the robot’s system influence their nav-

igation (i.e., using shared or autonomous control

for maneuvering) because of the sense of agency

it provides (Batmaz et al. 2020). Furthermore,

manual control is a common control method for

teleoperated robots (Rae et al. 2014; Yang et al.

2018; Guo and Sharlin 2008; Björnfot 2021), usu-

ally an available option in case of system failure or

problems (i.e. the robot is unable to perform a task

autonomously, the user cannot point to or reach

a desired location because the environment is too

cluttered or narrow, etc.) (Chen et al. 2013; Arm-

brust et al. 2010; Eck et al. 2008), and is expected

to be preferred by users for short-range motions.

Although manual control in a final telepres-

ence robot product would include various types of

guarded motions and collision detectors, we did

8
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not include them in our robot’s system because

they could confound the analysis of how users use

the interfaces to maneuver and avoid obstacles

without the help of the robot’s system.

3.3 Intuitive and Precise Control

3.3.1 Translation Input: Joystick

We decided to use a joystick as the translation

input device for the Novel setup for the follow-

ing reasons: Joystick input is commonly used for

robot control (Pang et al. 2014; Hainsworth 2001;

Guo and Sharlin 2008; Chestnutt et al. 2006;

Baker et al. 2020; Doisy et al. 2017; Stotko et al.

2019); it is portable and provides a large range of

motion, reducing the user’s need for trained fine-

motor skills compared to a gamepad’s thumbstick;

it is stationary; requires only one hand to oper-

ate, compared to gamepads which require both

hands to hold and operate (Björnfot 2021); and

provides improved force-feedback, which is pre-

ferred by users (Kechavarzi et al. 2012). Joysticks

are also commonly used in the control of pow-

ered wheelchairs (Fehr et al. 2000; Dolan and

Henderson 2017; Cooper et al. 2002; Sorrento

et al. 2011; Koyama et al. 2023; Leaman and La

2017), which have similar movement limitations

and control tasks. Furthermore, joysticks were rec-

ommended by participants as an input device that

could improve the control of telepresence robots

(Björnfot 2021).

3.3.2 Rotation Input: Physical

Rotation

Physical rotation (or real, embodied, self, body-

based, or turn-in-place rotation) is a commonly

used rotation method used with VR HMDs as

it allow users to rotate their viewpoint of a

displayed environment by physically turning in

their real world (Schubert et al. 1999; Hollerbach

2002). This rotation method was preferred over

other rotation methods (Van Erp et al. 2006) and

when compared to virtual rotation improves task

performance, such as search efficiency and task

completion time (Riecke et al. 2010), spatial cogni-

tion tasks, like spatial updating and navigational

search (Ruddle and Lessels 2006, 2009; Klatzky

et al. 1998; Presson and Montello 1994; Rieser and

Rider 1991; Chance et al. 1998; Riecke et al. 2010),

with performance levels almost approaching those

of actual walking (Riecke et al. 2010). See (Ruddle

2013) for a thorough review on this topic.

To circumvent the problems associated with

VR HMDs and to investigate the limits of using

embodiment and immersion techniques for telep-

resence without the use of an HMD, we decided

not to use an HMD as the display in our setup.

Instead, we sought to preserve the benefits of phys-

ical rotation by tracking the user’s chair rotation

to rotate the robot’s viewpoint. To have the mon-

itor and other devices accompany the user’s chair

9
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rotation, we mounted them on a platform attached

to the chair’s armrests, as shown in Figure 1.

3.4 Spatial Awareness of the

Remote Environment

The quality and properties of the display are

pivotal for telepresence robots, as users rely heav-

ily on video feed from the robot’s camera(s) for

spatial awareness so they can easily understand

and effectively navigate the remote environment

(Rae et al. 2015). One important aspect is dis-

play size, where larger displays positively affect

the user’s ability to recall what was presented

to them (Detenber and Reeves 1996), as well as

their enjoyment and overall positive user expe-

rience (Lombard and Ditton 1997; Grabe et al.

1999). Another key aspect is field-of-view (FoV),

the angular extent a user/sensor can observe. The

camera on many robots is fixed to the base, which

restricts its mobility. This, when coupled with a

restricted FoV, can reduce spatial awareness and

impair the user’s perception of the robot’s sur-

roundings (Hauser et al. 2025; Bazzano et al.

2017; Neustaedter et al. 2016; Yanco and Drury

2004). This limited FoV can lead to ’tunnel vision’

and detachment from the remote environment

(Vaughan et al. 2016), making even simple teleop-

erated tasks challenging (Chen et al. 2007; Yanco

and Drury 2004).

A potential solution is to increase the user’s

FoV as larger FoVs require less attention and cog-

nitive demand from users (Bazzano et al. 2019;

Marsh et al. 2013), improve task completion times

(Bazzano et al. 2019; Nagahara et al. 2003; Wells

et al. 1988; Johnson et al. 2015), improve target

detection and identification performance (Ragan

et al. 2015), increase the user’s sense of pres-

ence (Lin et al. 2002), reduce the number of

collisions (Nagahara et al. 2003; Johnson et al.

2015), require less navigation commands (Baz-

zano et al. 2019), and enhance distance judgment

(Masnadi et al. 2022). However, larger FoVs can

also increase the risk of motion sickness, which

may negatively impact user enjoyment (Lin et al.

2002).

Multiple techniques exist to extend a robot’s

FoV. For instance, the camera can be rotated

(Nielsen et al. 2005; Bazzano et al. 2017; Vaughan

et al. 2016; Hauser et al. 2025) and moved

(Schwarz and Behnke 2021) based on user input

(Doisy et al. 2017) or by tracking and matching

the user’s head motions (Doisy et al. 2017; Hauser

et al. 2025). However, these techniques would

require additional cognitive resources from the

user (Vaughan et al. 2016) and may induce motion

sickness if translations/rotations are inconsistent,

or if there is a noticeable delay in relation to the

user’s motion (Hauser et al. 2025).
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Another way to enhance spatial awareness,

particularly depth perception (useful for estimat-

ing distance and avoiding obstacles), is to use

dual cameras to provide users with stereoscopy

and motion parallax instead of the usual single,

monoscopic camera view (Livatino et al. 2009;

Hauser et al. 2025). Depth sensors, such as LiDAR

(light detection and ranging) or RGB-D (color and

depth), can be used to create a map of the envi-

ronment showing more than the main camera view

(Stotko et al. 2019; Chen et al. 2022). Alterna-

tively, 360-degree/omnidirectional cameras can be

used to provide a large field of view (FoV) (Suoma-

lainen et al. 2022; Heshmat et al. 2018b; Wibowo

et al. 2021; Chandan et al. 2021). However, imple-

menting these solutions would require hardware

changes to typical telepresence robots.

Using multiple camera views may also improve

spatial understanding and navigation, as improve-

ments in obstacle avoidance, task completion

times (Adamides et al. 2017), spatial awareness

and sense of presence have been demonstrated

(Nakano et al. 2021). However, the position of the

cameras is important, as a third-person, bird’s-

eye, or overhead camera views can be used to show

the user and their surroundings (Adamides et al.

2017; Hauser et al. 2025), but this decreases the

user’s sense of presence and immersion (Rouse III

1999; Denisova and Cairns 2015). A solution could

be to use two cameras, a forward-facing camera,

pointed forward to show where the robot is going,

and a down-facing camera, pointed downwards to

show the robot’s immediate surroundings, which

helps to avoid obstacles and is present in some

telepresence robots (Herring 2013; Neustaedter

et al. 2016; Heshmat et al. 2018a; Sobrepera et al.

2021).

Given these considerations of display size, FoV

size, and number of camera views, and with users

potentially having portable displays like tablets

and phones readily available to them, and with

laptops starting to have multiple displays (Lenovo

2023; Asus 2021), we designed our setup to include

an additional display. This display was positioned

below the primary screen and at a downward

angle, each displaying a unique camera view. This

display arrangement increases the overall display

size and FoV, potentially improving spatial aware-

ness while providing the affordance of looking

forward and downward to view different aspects of

the remote environment, similarly to how we view

things in the real-world environment.

3.5 Immersive Setting

Research has shown that decreasing light levels

and blocking out distractions decreases awareness

of real-world surroundings (Zheng et al. 1998),

allowing users to focus on what is being pre-

sented, which enhances immersion (Nordin et al.

2014). Specifically, having the room lights off while

increasing the content’s volume decreases distrac-

tions from the user’s real-world surroundings and

11
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helps induce and not break presence (Brown and

Cairns 2004; Kitson et al. 2020).

To enhance immersion and reduce external dis-

tractions in the Novel setup, we opted to have the

lights off and use noise-canceling headphones - a

common setup used in VR studies (Kitson et al.

2020; Freiberg et al. 2013; Johnson and Coxon

2016; Kern et al. 2016; Skalski et al. 2011).

3.6 Comfort

Comfort is affected by the user’s posture, where

sitting in a back-tilted position reduces physical

strain (Bendix et al. 1985) and is more comfortable

than an upright posture (Haynes and Williams

2008). The use of armrests provides support for

the user’s upper arms, especially in tilted postures

(Haynes and Williams 2008). Additionally, placing

a display at eye-level can further enhance com-

fort (Kothiyal and Bjørnerem 2009; Imamov et al.

2020). Aside from the obvious influence on com-

fort, posture can also affect the user’s performance

(Imamov et al. 2020), their sense of presence (Kim

et al. 2019, 2020), and cognitive performance (Isip

2014; Patston et al. 2017; Schulman and Shontz

1971), specifically attention (Barra et al. 2015;

Caldwell et al. 2003; Rosenbaum et al. 2017),

working memory, and executive function (Mehta

et al. 2016).

Because of these benefits of a comfortable

posture, we chose to have the user’s chair at a

back-tilted angle and a laptop placed on a lap-

top stand to be at eye-level, fixed to the chair’s

platform (discussed in section 3.3.2).

3.7 Modular, Affordable, and

Accessible

A constraint we imposed on our design was to not

require any modifications to the robot itself (its

hardware). This constraint reduces cost and devel-

opment time and allows this setup to potentially

be used for different types of robots with similar

capabilities (i.e., wheeled mobile robots that can

rotate in place). The only modifications required

are on the user side, and they must be afford-

able and easy to accomplish, requiring only simple

and inexpensive changes to a typical user inter-

face, using equipment that users may already have

or that could be easily acquired. The design must

also be modular, allowing for rapid prototype iter-

ations and potentially allowing users to pick and

choose factors to include in their setup.

Through iterative prototyping and conduct-

ing pilot studies to investigate prototypes, the

final version of our proposed setup had the fol-

lowing factors: a joystick to control the robot’s

translation and physical rotation, via chair rota-

tion detected using an inertial measurement unit

(IMU) attached to the back of the laptop stand,

to control rotation. The room lights were off, a

laptop was on a laptop stand, the chair was in a

12
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back-tilted posture, and audio was provided via

noise-canceling headphones. Two camera views

were used, with a forward-facing camera view dis-

played on the laptop monitor and a down-facing

view displayed on a tablet (secondary display)

placed on the laptop’s keyboard. A custom cabling

system was used above the setup to manage power,

ensure consistent frame rates, and allow users to

rotate without tangling cables. Though the hard-

ware and techniques used are not new per se, the

novel aspect is their integration and configuration

in this setup.

4 Methods

4.1 Proposed Design Evaluation

To explore the effects of these design choices

and users’ experience with using them to operate

telepresence robots, we conducted a study com-

paring our Novel setup with a Standard setup

across multiple measures, including presence, user

experience, usability, and performance. This Stan-

dard setup mimicked the typical office and home

setup/setting used to control telepresence robots:

keyboard input to control both translation (W/S

keys) and rotation (A/D keys) (Bazzano et al.

2019; Wang et al. 2013; Leeb et al. 2015; Rae et al.

2014; Yang et al. 2018; Bazzano et al. 2017; Guo

and Sharlin 2008; Kadous et al. 2006), room lights

on (Batmaz et al. 2020; Ishiguro et al. 2020; Koen-

emann et al. 2014; Rae et al. 2014; Neustaedter

et al. 2016; Lee and Takayama 2011; Jones et al.

2020), laptop placed on a desk, upright chair pos-

ture, and audio is delivered through the laptop’s

speakers, two camera views (vertically stacked)

presented on a single display (Neustaedter et al.

2016; Heshmat et al. 2018a). See Figure 1 to view

both setups and their respective factors.

4.2 Research Questions

Based on the issues users have with operat-

ing telepresence robots, we sought to answer

the following overarching research question (RQ)

with this study: How do the setup factors

related to embodiment (e.g., physical rota-

tion, joystick for translation, screen place-

ment, posture) and immersion (e.g., num-

ber of displays, audio, lighting), over time,

contribute to the sense of presence, user

experience, usability, and performance?

4.3 Experimental Design

The study had a 2 × 3 within-subjects repeated

measures design. There were two conditions, coun-

terbalanced across participants, in which partici-

pants first used either the Standard or the Novel

setup to complete tasks, repeated three times for

each setup for a total of six trials.

4.4 Dependent Variables

To evaluate our setups in a wide range of

aspects, we selected a total of 47 dependent

13
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variables. They consisted of 34 subjective/in-

trospective (self-reported) variables to measure

presence (five variables), user experience (seven

variables), usability (twenty variables), and setup

factor importance (two variables), and thirteen

objective (behavioral) variables to measure per-

formance (seven raw and six processed). These

measures are detailed below, but for a more

information on how they were recorded and/or

calculated and what questionnaire or study they

are based on see the Supplementary Material A.

4.4.1 Presence

We asked participants four questions on: how

aware they were of their real environment, which

setup they felt more present in the simulated envi-

ronment with, and had them answer the IPQ

to calculate their presence and spatial presence

scores. For vection, we asked participants how

much vection they felt.

4.4.2 User Experience

We asked participants seven questions on: tired-

ness - how tired they felt, relaxed muscles - how

relaxed their muscles were, comfort - how com-

fortable it was to use the setup, engagement - how

involved and engaged they felt, enjoyment - if they

enjoyed using the setup, excitement - how excit-

ing it was to use the setup, motion sickness - how

motion sick they felt (using the total SSQ and its

subscores).

4.4.3 Usability

We asked participants twenty questions on using

the setup: safety - how safe it was, regular use -

if they would it regularly, long term use - if they

would use it for long periods of time, complicated

- how complicated the setup was, confusing to use

- how confusing it was to use, precise control -

if they had precise control of their movements,

overall usability - if overall usability was high,

movement speed - what they thought of the move-

ment speed, easy obstacle avoidance - if it was

easy avoid obstacles, task efficiency - how efficient

it was to complete the task, task support - how

supportive it was to complete the task, ease of

learning - if it was easy to learn how to navigate,

easy task concentration - if they could easily con-

centrate on the task, task load - how much task

load the setup required of them (using the overall

NASA-Task Load Index and sub-measures), and

easier to control - which setup was easier to control

the robot with.

The five remaining questions focused on how

suitable setups may be in different use cases. We

asked participants which setup they would prefer

to use by having them imagine different situations.

The questions were which setup they would pre-

fer to use a telepresence robot to remotely: travel

or sightseeing - exploring places they would like

to visit, personal social situations - like meeting

14
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with friends and family, small professional gath-

erings - like a business visit in a different city,

large professional gatherings - like conferences or

events, task-focused - like the one in the study

(navigating, finding things, avoiding obstacles).

4.4.4 Behavioral Measures

We recorded seven raw behavioral measures dur-

ing task completion. These included: task com-

pletion time (the total duration of the trial),

the number of collisions with environmental

objects, collision time (the cumulative duration

the robot was in contact with an object), dis-

tance traveled, accumulated rotations (total

rotation in the yaw axis), average linear speed

(excluding time spent interacting with the graphi-

cal user interface), and average rotation speed.

To facilitate a more nuanced evaluation of task

performance, we processed these raw behavioral

measures into six efficiency indexes. Four of these

indexes—for task completion time, number of col-

lisions, distance traveled, and accumulated rota-

tions—were defined as the ratio of the Standard

setup’s value to the Novel setup’s value (Standard

/ Novel). Thus, a value greater than 1 signifies a

performance advantage for the Novel setup, while

a value of 1 indicates parity. To account for the

explicit instruction to balance speed and precision

(section 4.6), we developed a composite perfor-

mance efficiency index based on the geometric

mean of the task time and collision data (see the

Supplementary Material A for details). Further-

more, because these base measures all contribute

to a robot’s power draw, we derived an energy

efficiency index to model energy consumption - a

critical factor for determining a robot’s potential

operational longevity.

4.4.5 Setup Factor Importance

To assess how important participants believed

each of the seven different setup factors were in

supporting a sense of presence and a performance-

focused task, they rated each factor in these two

aspects on a 10-point scale (where 1 is not at all

important, 5 is neutral, 10 is very important).

4.5 Virtual Environment

Participants controlled a simulated telepresence

robot in a VE of a one-story home with multiple

areas (balcony, living room, kitchen, bathroom,

hallways, and bedroom) (Figure 2). This envi-

ronment was chosen because of its high quality,

realism, and obstacle layout (see the Supplemen-

tary Material B for a video showing the VE). To

motivate participants and evaluate their use of

each setup on their maneuvering performance (i.e.,

obstacle avoidance) under time pressure, we pre-

sented them a fictitious story where they worked

as an inspector for a short-term home rental ser-

vice (i.e., AirBNB) and had to use a telepresence

robot to inspect a home, in a remote location,

between rentals. This task is based on a real-world
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use of telepresence robots to remotely check in

on your home (Yang and Neustaedter 2018; Hung

et al. 2022).

4.6 Study Task

Participants were tasked with maneuvering to spe-

cific locations and answering questions about the

objects located there (i.e., number of keys inside

the dining table’s bowl or what was left behind the

bedroom shelf). Participants were instructed to

complete search tasks as quickly as possible while

minimizing collisions with static obstacles (walls

and furniture). See the Supplementary Material

B for a video showing the task participants per-

formed.

Because the goal was to investigate how learn-

ability differed between the two setups and to

focus on maneuvering rather than navigation, the

path participants had to traverse was fixed, as

were the task locations and order. Participants

were shown the route beforehand to eliminate any

path-planning/finding. They were instructed to

follow this route on each trial, as this was the

order the search tasks were presented. To increase

engagement, search task objects were randomized,

with three possible answers per task. To verify

participants went around the home, their answers

were checked. Note that to answer questions, a

keyboard and mouse were used for the Standard

setup and the tablet’s touchscreen for the Novel

setup. The time spent answering questions was

not included in the statistical analyses (i.e., task

completion and collision time analyses).

Determined through pilot testing as a way

to motivate participants to maneuver across the

home while providing a task difficult and engag-

ing enough to evaluate the participants’ use of the

setups, each trial consisted of an inspection with

9 objects placed around the home (Figure 2). Five

objects required participants to look at the down-

facing camera (e.g., look into a sink or bowl to see

what was inside), while the others required them

to look at the forward-facing camera (e.g., read the

name of a book on a high shelf or count how many

snowmen were outside the home); this allowed for

some variability across tasks and required partic-

ipants to use both camera views. To make use of

the setups’ audio output and help immerse partic-

ipants in the VE (by masking out sounds of the

real-world environment by playing sounds from

the VE), ambient music from the home’s living

room was played.

4.7 Equipment

The VE was created using the Unity Game Engine

version 2020.3 and rendered on a laptop (NVMe

Micron 2230 SSD, Intel i7-10875H @ 2.30GHz,

32GB DDR 4 RAM, NVIDIA RTX 2080 SUPER

Max-Q 8GB GDDR 6, 15.6-inch Display, and Res-

olution of 1920 x 1080 pixels). This environment

was displayed on the laptop’s monitor, for both

setups, and also on a tablet, an iPad Pro (6th
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Fig. 2 Virtual Environment and Study Tasks. Overhead view of the virtual environment of the home used in the study.
The robot’s starting position, in the top left, is labeled. Each of the 9 task locations are also labeled in the order they were
to be completed.

Generation, Apple M2, 8GB RAM, 12.9-inch Dis-

play, and Resolution of 1440 x 1080 pixels), as a

secondary screen for the Novel setup. Audio was

played on the laptop’s speakers, in the Standard

setup, and via a wired Sony noise-canceling head-

phones (WH-1000XM3), in the Novel setup. The

IMU, used in the Novel setup to detect the rota-

tion of the chair, was the PhidgetSpatial Precision

3/3/3 High-Resolution model 1044 0. The joy-

stick, used in the Novel setup for translation input,

was the Logitech G Freedom 2.4 GHz Cordless

Joystick.

4.8 Telepresence Robot Simulation

The simulated telepresence robot system is a mod-

ified version of the one used in (Suomalainen et al.

2022): the virtual robot is modeled after the GoBe

telepresence robot (the follow-up to the popu-

lar Beam model), a balanced differential drive

robot with the 2 driving wheels in the middle

and 4 caster wheels in corners to keep it steady,

essentially a nonholonomic system that can rotate

in place, translate forward and backward with

and without rotating at the same time (curved

or straight paths), but cannot move sideways

(strafe). Although telepresence robots with omni-

directional navigation do exist, allowing transla-

tion in all directions as well as rotation in place

and on a curve, they are not widely used commer-

cially (Torrejón et al. 2024) and are usually found

on robots designed for research purposes (Ferland

et al. 2013; Torrejón et al. 2024) or competi-

tions (Hauser et al. 2025). Since omnidirectional

navigation would require hardware modifications

to typical telepresence robots, we opted for a

DDR-type of movement for our robot.

To control the robot’s rotation for the Novel

setup, a proportional-integral-derivative (PID)

controller (with Kp, Ki, and Kd values of one)

was implemented and it had as input the yaw

17
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angle difference between the chair (IMU) and the

robot. We chose to use a simulated telepresence

robot and home environment because simulation

has been shown to reduce experimental costs

compared to using real robots, allow users to

test robots without having one physically avail-

able (Rehman et al. 2013; Román-Ibáñez et al.

2018), improve and accelerate robot prototyping

(Bogaerts et al. 2020; Rohmer et al. 2013; Wachs

et al. 2005), allow users to practice and become

familiar with controlling robots without risk of

injury (Chen et al. 2013), support human-robot

interaction studies (Liu et al. 2017; Wijnen et al.

2020; Dole and Ju 2019), study robot use when

real-world scenarios are dangerous or impractical

(Stallings 2007; Murphy 2017; Agüero et al. 2015;

Kanehiro et al. 2019), and the knowledge gained

in a simulated environment can be transferred to

a real-world environment (Villani et al. 2018) (see

(Collins 2022; Collins et al. 2021; Kargar et al.

2024) for more information on the use of robot

simulators). This allowed us to quickly develop

and test different setup and locomotion itera-

tions and without having to worry about collisions

damaging a real robot or its environment.

The system’s values for our simulated robot

were initially based used on the approximate val-

ues used in (Suomalainen et al. 2022), which had

a maximum speed of approximately 60 deg/s and

the camera was set at a height of 1.5 m above its

base. Through pilot testing these values, we came

to values that best fit our VE while ensuring real-

istic measures and task difficulty. Our simulated

robot had a cylindrical base with a height of 2.8

cm and a diameter of 45 cm, roughly matching the

base dimensions of the commercial telepresence

robots GoBe (45.5 x 52.5 cm) and Beam Pro (50.8

x 66 cm). Its maximum translation speed was set

to 1 m/s, similar to typical commercial robots such

as the GoBe (0.9 m/s). Rotation speeds were lim-

ited to 60 deg/s, aligned with (Suomalainen et al.

2022) and only slightly faster than the 36 deg/s of

the Double 3 telepresence robot. The forward and

down-facing cameras were both at a height of 1.52

m above ground, roughly matching the height of

(Suomalainen et al. 2022) (1.5 m) and the GoBe

robot (1.3 m). The forward and down-facing cam-

eras had vertical and horizontal fields of view of

70 and 102.45 degrees and 70 and 86.07 degrees,

respectively. The down-facing camera had a pitch

rotation of 70 degrees downward, in relation to the

forward-facing camera. As shown in Figure 1, for

the Standard setup, the forward and down-facing

camera views were displayed in frames of 960×540

and 680 × 510 pixels in size, respectively. These

camera view sizes were established as a result of

pilot tests and from calculations considering the

size and resolution of the laptop’s monitor and

tablet and the distance between them. For the

Novel setup, the forward and down-facing camera

views were displayed in full-screen on the laptop’s
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monitor at a resolution of 1920× 1080 pixels and

tablet at a resolution of 1440× 1080 pixels.

4.9 Participants

We recruited 42 participants (22 male, 19 female,

1 preferred not to say) for this study, whose ages

ranged from 19 to 42 (M = 24.62, SD = 6.01). 23

participants (60%) had corrected eyesight (glasses

or contact lenses). Of the 42 participants, five

of them had their data either partially excluded

from data analysis due to problems that occurred

during trials (i.e., sounds occurred in or around

the lab that made participants nervous) or fully

excluded (due to power failure or the partici-

pant did not follow instructions). This study had

the approval of the local Research Ethics Board

(#20180649) and participants, those who were

students, were compensated with course credit for

their time.

4.10 Procedure

The procedure used in our study (illustrated in

Figure 3) began with an introduction of the

researcher to the participant and having the par-

ticipant complete a consent form and a pre-study

survey. The researcher then explained the study

procedure and the task the participant had to per-

form. The first setup the participant would use,

determined via counterbalanced study order, was

then explained and demonstrated. The participant

then performed the study task, which took around

three minutes. After each trial, participants com-

pleted a post-trial survey consisting of a Simulator

Sickness Questionnaire (SSQ) (Kennedy et al.

1993), to measure visually-induced motion sick-

ness (VIMS) (Bos et al. 2008); a NASA-Task Load

indeX (TLX) questionnaire (Hart and Staveland

1988), to measure perceived workload; a question

about how strongly they felt vection (the illusion

of self-motion in an environment in the absence

of physical motion (George and Fitzpatrick 2011;

Palmisano et al. 2015)); and a question about how

aware they were of their real environment (pres-

ence). After completing all 3 trials with one setup,

and the post-trial survey each time, participants

answered a post-condition questionnaire consist-

ing of introspective user experience, usability, and

presence/spatial presence questions (considering

all or a subset of items in the Igroup Presence

Questionnaire (IPQ) (Schubert et al. 2001)) about

the setup they just used. Participants would then

repeat this process for the second setup. After

completing the post-condition survey with both

setups, participants answered a post-study sur-

vey with questions directly comparing each setup

(presence, ease of control, which setup better

suited different use cases, and rated the impor-

tance of setup factors in terms of presence and per-

formance). We then conducted a semi-structured

interview, which took around 25 minutes, with

open-ended questions with participants to gather

their thoughts on using the setups to complete
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Fig. 3 Study Procedure. The figure shows an overview of the study’s procedure. The main steps were the introduction
and initial forms, study and setup explanations, study trials and surveys, and post-study survey and interview.

tasks and their individual factors. The total study

time was around an hour and fifteen minutes.

5 Results

Inferential statistical analysis on the objective and

subjective measures were conducted using 2 × 3

repeated measures ANOVAs with setup (Novel vs.

Standard) and trial (first, second, third) as inde-

pendent variables. Planned contrasts (ANOVA

test slices) were used to better understand the

nature of significant interactions. The introspec-

tive user experience, usability, and use case

setup suitability measures violated the normal-

ity assumption and were therefore analyzed using

the Wilcoxon signed-rank test (non-parametric

repeated measures t-test). The remaining ordinal

data, comparing setups on ease of control and

sense of presence, were analyzed using Pearson’s

Chi-Squared test. Results were analyzed using

the JMP statistical program (version 16) with

(two-tailed) alpha levels set at 0.05 (p ≤ .05, sta-

tistically significant) and 0.10 (p ≤ .1, marginally

statistically significant) and a 95% confidence

interval.

5.1 Presence and Vection Measures

Overall presence, spatial presence, and vection

intensity measures are summarized in tables 1, 2,

and 3. Presence and vection intensity measures are

plotted in Figure 4. Participants felt a significantly

stronger sense of being in the displayed environ-

ment (presence) and moving through it (vection

intensity) with the Novel setup compared to the

Standard (Table 1). Planned contrasts revealed

that participants felt a greater sense of presence

(Figure 4A) and vection (Figure 4B) with the

Novel setup compared to the Standard across tri-

als. Participants felt a greater sense of presence

and spatial presence when using the Novel setup

(Table 2), and they chose it as the setup that

provided a greater sense of presence (Table 3).
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Table 1 ANOVA results for subjective Presence and Vection Intensity measures across trials. Statistically significant (*
p ≤ .05 and *** p ≤ .001) effects are highlighted in a darker shade. Orange and ”N” indicate the Novel setup’s advantage
over the Standard while green indicates a general effect not necessarily favoring any setup.

Measures

Setup Trial Setup * Trial

ANOVA F p ANOVA F p ANOVA F p

Presence F(1, 37.89) 81.72 <.001∗∗∗N F(2, 73.91) 2.13 .126 F(2, 74.10) 0.12 .884

Vection Intensity F(1, 38.17) 21.18 <.001∗∗∗N F(2, 74.14) 3.33 .041∗ F(2, 74.65) 0.52 .595

Table 2 Wilcoxon Signed-Rank Test for subjective Presence and Spatial Presence measures comparing setups.
Statistically significant (p ≤ .001) effects are highlighted in a darker shade. Orange and ”N” indicate the Novel setup’s
advantage over the Standard setup.

Measures

Novel Setup Standard Setup Wilcoxon Signed-Rank

M Mdn SD M Mdn SD p

Presence 73.2 77 11.7 49.6 52 14.7 <.001∗∗∗N

Spatial Presence 28.7 29 5.32 18.5 19 7.53 <.001∗∗∗N

Table 3 Pearson’s Chi-Squared Test for the subjective Presence measure comparing setups. Statistically significant
(p ≤ .001) effect is highlighted in a darker shade. Orange and ”N” indicate the Novel setup’s advantage over the Standard
setup.

Measures

Novel Setup Standard Setup Pearson’s Chi-Squared

N Probability N Probability χ2 p

Presence 39 97 % 1 3 % (1, 39) = 35.10 <.001∗∗∗N
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Fig. 4 Pairwise planned contrast results for the Presence and Vection intensity measures across trials for the Novel setup
(dashed orange lines) and Standard setup (solid blue lines). Error bars represent confidence intervals (CI = 95%) and dots
show data of individual participants for the Novel setup (empty orange circles) and Standard setup (filled blue circles).
Along the top of the graph, depicted via horizontal lines, asterisk annotations represent statistical significance across all
trials (a change over time/learning effect) for a setup. Inside the graph, depicted via vertical lines, asterisk annotations
indicate statistical significance between setups for a given trial (* p ≤ .05, ** p ≤ .01, *** p ≤ .001).

21



1072
1073
1074
1075
1076
1077
1078
1079
1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122

5.2 User Experience

Six measures of user experience are summarized

in Table 4. Participants felt the Standard setup

was less tiring, with muscles more relaxed, and

more comfortable, while they felt a greater sense

of engagement, enjoyment, and excitement when

using the Novel setup.

5.2.1 Motion Sickness (SSQ)

Motion sickness measures (Total SSQ and its three

components - disorientation, nausea, and oculo-

motor issues) are summarized in Table 5 and

plotted in Figure 5. Participants experienced sig-

nificantly more motion sickness when using the

Novel setup compared to the Standard setup.

Planned contrasts revealed that although partici-

pants experienced similar levels of motion sickness

(SSQ total and subscores) with both setups in the

first trial, they experienced more motion sickness

with the Novel setup in later trials and compared

to the Standard setup, indicating worsening effects

from using the Novel setup over time. Although

this occurred, the highest mean value for the

Novel setup (trial three) was 9.74, representing

only 4.13% of the SSQ scale (ranging from 0 to

235.62). Furthermore, no participant complained

of motion sickness between trials or wanted to stop

the study.

5.3 Usability

Fourteen measures of usability are summarized

in tables 6 and 7. Participants felt the Standard

setup was safer, they would use it more regu-

larly and for longer periods of time (Table 6), and

that it was easier to control (Table 7) than the

Novel setup. In contrast, participants perceived

the Novel setup to be significantly less complicated

and confusing to use and that it allowed for more

precise control.

5.3.1 Task Load

Task load, divided into seven sub-measures, are

summarized in Table 8 and plotted in Figure 6.

Participants perceived significantly greater overall

task load (final weighted score), physical demand,

effort, mental demand, and marginally greater

temporal demand when using the Novel setup

than when using the Standard setup. The setups

had similar results for rated performance and

frustration.

Planned contrasts revealed that partici-

pants felt greater levels of overall task load

(Figure 6A), physical demand (Figure 6C), and

effort (Figure 6F) when using the Novel setup

compared to the Standard setup overall, which

did not change across trials. Although the mental

demands of using each setup and the difference in

demands between the setups decreased through-

out trials (Figure 6B), participants perceived
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Table 4 Wilcoxon Signed-Rank Test for the subjective User Experience measures comparing setups. Statistically
significant (* p ≤ .05, ** p ≤ .01, *** p ≤ .001) effects are highlighted in orange with an ”N” symbol, favoring the Novel
setup, and in blue with an ”S” symbol, favoring the Standard setup. The ”L” symbol represents measures where lower
values are better.

Measures

Novel Setup Standard Setup Wilcoxon Signed-Rank

M Mdn SD M Mdn SD p

TirednessL 3.92 3 2.76 2.05 1 2.47 <.001∗∗∗S

Relaxed Muscles 7.31 7 2.23 8.44 9 1.83 .004∗∗S

Comfort 7.82 8 1.79 8.21 9 1.85 .038∗S

Engagement 9 9 1.49 6.38 7 2.66 <.001∗∗∗N

Enjoyment 8.21 9 2.14 6.85 7 2.63 .015∗N

Excitement 6.31 7 0.98 3.67 4 1.75 <.001∗∗∗N

Table 5 ANOVA results for the subjective SSQ measure and its sub-components comparing setups across trials.
Statistically significant (** p ≤ .01 and *** p ≤ .001) effects are highlighted in a darker shade and marginally significant
(† p ≤ .1) effects are highlighted in a lighter shade. Blue and ”S” indicate the Standard setup’s advantage over the Novel
while green indicates a general effect not necessarily favoring any setup.

Measures

Setup Trial Setup * Trial

ANOVA F p ANOVA F p ANOVA F p

Total SSQ F(1, 38.22) 11.79 .001∗∗∗S F(2, 74.35) 1.15 .321 F(2, 74.61) 2.84 .065†

Disorientation F(1, 38.22) 7.67 .009∗∗S F(2, 74.50) 0.65 .523 F(2, 74.55) 1.33 .270

Nausea F(1, 38.29) 11.18 .002∗∗S F(2, 74.20) 2.06 .134 F(2, 74.80) 2.40 .097†

Oculomotor F(1, 38.25) 7.42 .010∗∗S F(2, 74.36) 0.72 .488 F(2, 74.63) 2.66 .076†

the Standard setup as less mentally demand-

ing. Furthermore, although participants perceived

that their performance improved across trials for

both setups (Figure 6E), more so for the Novel

setup, there was no perceived performance dif-

ference between the setups. Moreover, partici-

pants perceived similar levels of temporal demand

(Figure 6D) and frustration (Figure 6G) between

the setups throughout trials.

5.3.2 Use Case Setup Suitability

Although our study’s task was performance-

focused, we asked participants to imagine which

setup they would prefer to use in both perfor-

mance and social-focused situations, as summa-

rized in Table 9. Participants rated the Novel

setup as more suitable for travel or sightsee-

ing, personal social situations, and both small

and large professional gatherings compared to the

Standard setup.

5.4 Performance

Seven performance measures are summarized in

Table 10 and plotted in Figure 7. Participants

significantly improved their performance when

using the Novel setup compared to the Standard

setup, as indicated by a reduction in the number

of collisions, distance traveled, and accumulated
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Fig. 5 Pairwise planned contrast results for the SSQ measure and its sub-components across trials for the Novel setup
(dashed orange lines) and Standard setup (solid blue lines). Error bars represent confidence intervals (CI = 95%) and dots
show data of individual participants for the Novel setup (empty orange circles) and Standard setup (filled blue circles).
Along the top of the graph, depicted via horizontal lines, asterisk annotations represent statistical significance across all
trials (a change over time/learning effect) for a setup. Inside the graph, depicted via vertical lines, asterisk annotations
indicate statistical significance between setups for a given trial (* p ≤ .05, ** p ≤ .01, *** p ≤ .001).

Table 6 Wilcoxon Signed-Rank Test for thirteen subjective Usability measures comparing setups. Statistically
significant (** p ≤ .01, *** p ≤ .001) and marginally significant († p ≤ .1) effects are highlighted in orange and light
orange with an ”N” symbol, favoring the Novel setup, respectively, and in blue with an ”S” symbol, favoring the Standard
setup. The ”L” symbol represents measures where lower values are better.

Measures

Novel Setup Standard Setup Wilcoxon Signed-Rank

M Mdn SD M Mdn SD p

Safety 8.13 9 2.03 9.69 10 0.8 <.001∗∗∗S

Regular Use 5.28 6 3.28 6.85 8 2.49 .007∗∗S

Long Term Use 5.44 6 3.14 7.51 8 2.44 <.001∗∗∗S

Complicated to useL 5.56 6 1.54 6.23 7 1.33 <.001∗∗∗N

Confusing to useL 6.08 6 1.18 6.46 7 0.91 .004∗∗N

Precise Control 7.59 8 2.2 6.74 7 2.44 .058†N

Overall Usability 7.85 8 1.83 7.49 8 2.25 .872
Movement Speed 4.72 5 1 4.9 5 1.74 .336
Easy Obstacle Avoidance 6.15 7 2.39 5.36 6 2.85 .140
Task Efficiency 5.77 6 1.18 5.82 6 1.25 .617
Task Support 6 6 1.26 5.72 6 1.47 .200
Ease of Learning 8.79 9 1.34 8.41 9 2.04 .414
Easy Task Concentration 8.62 9 1.55 8.03 8 2.15 .197

rotations. Conversely, using the Standard setup

resulted in increased average linear and rotational

speeds. Planned contrasts were used to further

investigate results and their findings are presented

below.

5.4.1 Task Completion Time

Participants completed tasks faster with the Stan-

dard setup in the first two trials and they

improved with both setups across trials, decreas-

ing their time (Figure 7A). By the third trial,

participants performed similarly with both setups,
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Table 7 Pearson’s Chi-Squared Test for the subjective Ease of Use Usability measure comparing setups. Statistically
significant (* p ≤ .05) effect is highlighted in a darker shade. blue with an ”S” symbol, favoring the Standard setup.

Measures

Novel Setup Standard Setup Pearson’s Chi-Squared

N Probability N Probability χ2 p

Easier to Control 13 33 % 26 67 % (1, 39) = 4.33 .037∗S

Table 8 ANOVA results for subjective Task Load measures comparing setups across trials. Statistically significant (*
p ≤ .05, ** p ≤ .01, *** p ≤ .001) effects are highlighted in a darker shade and marginally significant († p ≤ .1) effects are
highlighted in a lighter shade. Blue and ”S” indicate the Standard setup’s advantage over the Novel while green indicates
a general effect not necessarily favoring any setup.

Measures

Setup Trial Setup * Trial

ANOVA F p ANOVA F p ANOVA F p

Overall Task Load F(1, 38.24) 41.84 <.001∗∗S F(2, 74.17) 2.11 .128 F(2, 74.66) 0.17 .845

Mental Demand F(1, 38.37) 10.68 .002∗∗S F(2, 74.39) 8.82 <.001∗∗∗ F(2, 75.04) 0.18 .836

Physical Demand F(1, 38.06) 79.48 <.001∗∗∗S F(2, 74.15) 4.01 .022∗ F(2, 74.45) 0.28 .754

Temporal Demand F(1, 38.41) 3.05 .089†S F(2, 74.23) 1.70 .190 F(2, 75.04) 0.15 .861
Performance F(1, 38.41) 0.19 .666 F(2, 74.38) 22.63 <.001∗∗∗ F(2, 75.01) 1.77 .178

Effort F(1, 38.26) 30.47 <.001∗∗∗S F(2, 74.37) 1.64 .200 F(2, 74.79) 0.17 .845
Frustration F(1, 37.58) 0.04 .846 F(2, 74.30) 0.29 .748 F(2, 74.56) 0.35 .709
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Fig. 6 Pairwise planned contrast results for the Task Load measures across trials for the Novel setup (dashed orange
lines) and Standard setup (solid blue lines). Error bars represent confidence intervals (CI = 95%) and dots show data of
individual participants for the Novel setup (empty orange circles) and Standard setup (filled blue circles). Along the top
of the graph, depicted via horizontal lines, asterisk annotations represent statistical significance across all trials (a change
over time/learning effect) for a setup. Inside the graph, depicted via vertical lines, asterisk annotations indicate statistical
significance between setups for a given trial (* p ≤ .05, ** p ≤ .01, *** p ≤ .001).
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Table 9 Wilcoxon Signed-Rank Test for the subjective setup suitability on different use cases between setups. Statistically
significant (* p ≤ .05 and *** p ≤ .001) effects are highlighted in orange with an ”N” symbol, favoring the Novel setup

.

Measures

Novel Setup Standard Setup Wilcoxon Signed-Rank

M Mdn SD M Mdn SD p

Travel or Sightseeing 8.28 9 2 5.05 5 2.36 <.001∗∗∗N

Personal Social Situations 7.18 8 2.86 5.23 5 2.53 <.001∗∗∗N

Small Professional Gatherings 6.64 7 2.84 5.24 5 2.26 .001∗∗∗N

Large Professional Gatherings 6.37 6.5 2.85 5.33 5 2.71 .029∗N

Task-focused (like the one in the study) 7.28 8 2 7.1 8 2.36 .799

Table 10 ANOVA results for the objective Behavioral measures comparing setups across trials. Statistically significant
(* p ≤ .05, ** p ≤ .01, *** p ≤ .001) and marginally significant († p ≤ .1) effects are highlighted in green and light green,
respectively.

Measures

Setup Trial Setup * Trial

ANOVA F p ANOVA F p ANOVA F p

Task Completion Time (s) F(1, 38.41) 23.52 <.001∗∗∗S F(2, 74.16) 146.97 <.001∗∗∗ F(2, 74.94) 13.87 <.001∗∗∗

Number of Collisions F(1, 33.23) 14.20 <.001∗∗∗N F(2, 73.91) 8.01 <.001∗∗∗ F(2, 69.88) 2.57 .084†

Collision Time (s) F(1, 37.69) 0.76 .388 F(2, 74.03) 12.68 <.001∗∗∗ F(2, 74.61) 1.22 .300

Distance Traveled (m) F(1, 38.25) 4.37 .043∗N F(2, 74.35) 24.45 <.001∗∗∗ F(2, 74.66) 2.97 .058†

Avg. Linear Speed (m/s) F(1, 38.28) 118.73 <.001∗∗∗S F(2, 74.37) 6.28 .003∗∗ F(2, 74.77) 4.30 .017∗

Accum. Rotations (deg) F(1, 38.21) 18.17 <.001∗∗∗N F(2, 74.07) 43.90 <.001∗∗∗ F(2, 74.70) 3.70 .029∗

Avg. Rotation Speed (deg/s) F(1, 38.35) 253.50 <.001∗∗∗S F(2, 74.31) 0.66 .521 F(2, 75.12) 0.35 .703

indicating greater learning effects for the Novel

setup.

5.4.2 Distance Traveled and

Accumulated Rotation

Participants traveled (Figure 7D) and rotated

(Figure 7F) less with both setups across tri-

als. Although participants performed similarly on

these measures with both setups on the first trial,

they performed better (traveled and rotated less)

with the Novel setup in subsequent trials, indi-

cating a stronger learning effect for the Novel

setup.

5.4.3 Collision

Although participants collided with a similar num-

ber of objects on the first trial with both setups

(Figure 7B), they collided less with the Novel

setup across trials and in comparison to the Stan-

dard setup. Consequently, participants spent less

time colliding with objects across trials with the

Novel setup (Figure 7C), indicating a learning

effect for the Novel setup. Although collision times

decreased for the Novel setup, they were still

similar between setups across trials.
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Fig. 7 Pairwise planned contrast results for the Behavioral measures across trials for the Novel setup (dashed orange
lines) and Standard setup (solid blue lines). Error bars represent confidence intervals (CI = 95%) and dots show data of
individual participants for the Novel setup (empty orange circles) and Standard setup (filled blue circles). Along the top
of the graph, depicted via horizontal lines, asterisk annotations represent statistical significance across all trials (a change
over time/learning effect) for a setup. Inside the graph, depicted via vertical lines, asterisk annotations indicate statistical
significance between setups for a given trial (* p ≤ .05, ** p ≤ .01, *** p ≤ .001).

5.4.4 Average Linear and Rotation

Speeds

When using the Novel setup, participants expe-

rienced an increase in their average linear speed

(Figure 7E) while their average rotation speed

(Figure 7G) did not change across trials. When

using the Standard setup, participants maintained

similar linear and rotation speeds across trials.

Participants moved and rotated faster with the

Standard compared to the Novel setup across all

trials.

5.5 Efficiency Indexes

To analyze the change in efficiency across trials,

a one-way ANOVA was used and its results were

summarized in Table 11 and plotted in Figure 8.

Results showed that task completion time, dis-

tance traveled, and accumulated rotations efficien-

cies significantly changed across trials. To analyze

which of the setups was more efficient in each

trial, t-tests were used to compare the efficiency

indexes’ mean values to a value of 1, results were

summarized in Table 12, plotted in Figure 8, and

presented in more detail below.
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5.5.1 Task Completion Time

Though the Standard setup was more efficient

in task completion time throughout all trials

(Figure 8A), there was a significant decrease in

this efficiency from 21% to 6% as participants

improved more throughout trials with the Novel

setup.

5.5.2 Number of Collisions, Distance

Traveled, and Accumulated

Rotation

The Novel setup was more efficient in terms

of number of collisions (Figure 8B), distance

traveled (Figure 8C), and accumulated rotations

(Figure 8D). These efficiencies increased fur-

ther; by the third trial, participants collided less

(195%), traveled less (12%), and rotated less

(36%) compared to the Standard setup.

5.5.3 Performance and Energy

Though participants had similar performance

(Figure 8E) and energy efficiencies (Figure 8F) in

the first trial, they improved with the Novel setup

over time such that they were 49% more perfor-

mant and 32% more energy efficient by the end of

the third trial.

5.6 Setup Factor Importance Rating

As detailed in Table 13, participants rated light-

ing, audio output, and rotation method as the

three most important factors for supporting a

sense of presence, while rotation method, trans-

lation method, and display were rated as the

three most important factors for improving per-

formance.

6 Interview Observations

This section aims to provide a more nuanced

understanding of the user experience of the Novel

and Standard setups by exploring the ”why”

behind the quantitative results and highlighting

key topics that emerged from observations and

comments participants made during their inter-

view. The interviews were semi-structured with

open-ended questions that focused on gaining

insight into participants’ overall thoughts about

using each setup to perform tasks. Questions also

explored the experience of controlling the robot,

particularly while navigating the home and avoid-

ing obstacles, and sought to identify which setup

participants preferred for the task and the impor-

tance of their factors. Additionally, questions

sought whether participants experienced motion

sickness and, if so, what they thought were possi-

ble causes. Questions also investigated the types

of scenarios participants believed they would pre-

fer to use each setup in and the reasons for

their choices. Finally, questions encouraged par-

ticipants to suggest improvements to the setups

and share their vision of an ideal setup. Interviews
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Table 11 ANOVA results for the objective Efficiency Indexes across trials. Statistically significant (* p ≤ .05, ** p ≤ .01,
and *** p ≤ .001) effects are highlighted in a dark shade. Orange with an ”N” symbol indicates an advantage for the
Novel setup and blue with an ”S” symbol indicates an advantage for the Standard setup.

Efficiency Indexes

Trial

ANOVA F p

Task Completion Time F(2, 74.6) 10.86 <.001∗∗∗N

Number of Collisions F(2, 75) 0.66 .52

Distance Traveled F(2, 74.5) 3.35 .040∗N

Accum. Rotation F(2, 74.7) 4.94 .009∗∗N

Performance F(2, 74.5) 1.87 .16
Energy F(2, 74.6) 0.38 .68

Table 12 T-test results for the objective Efficiency Indexes across for each trial. Statistically significant (* p ≤ .05, **
p ≤ .01, and *** p ≤ .001) effects are highlighted in a dark shade. Orange with an ”N” symbol indicates an advantage for
the Novel setup and blue with an ”S” symbol indicates an advantage for the Standard setup.

Efficiency Index

Trial 1: t-test(37) Trial 2: t-test(38) Trial 3: t-test(37)

% diff M t p % diff M t p % diff M t p

Task Completion Time 21 0.79 -4.49 <.001∗∗∗S 16 0.84 -4.93 <.001∗∗∗S 6 0.94 -2.68 .011∗S

Number of Collisions 123 2.23 2.85 .007∗∗N 169 2.69 4.96 <.001∗∗∗N 195 2.95 3.51 .001∗∗∗N

Distance Traveled 4 1.04 0.91 .37 9 1.09 2.55 .015∗N 12 1.12 5.41 <.001∗∗∗N

Accum. Rotation 17 1.17 2.27 .029∗N 29 1.29 4.88 <.001∗∗∗N 36 1.36 8.34 <.001∗∗∗N

Performance 18 1.18 1.46 .15 41 1.41 3.62 <.001∗∗∗N 49 1.49 3.67 <.001∗∗∗N

Energy 10 1.10 1.35 .18 26 1.26 3.87 <.001∗∗∗N 32 1.32 4.96 <.001∗∗∗N

were audio recorded and transcribed. One of the

researchers went through the data and used affin-

ity diagrams to make sense of, group, and organize

data by topic similarity (Hartson and Pyla 2012;

Kawakita 1991; Holtzblatt et al. 2004). “Px” rep-

resents the participant number attributed to a

quote, i.e., P1 means Participant 1.

6.1 Presence and Immersion

Participants expressed a greater sense of pres-

ence with the Novel setup, exemplified by [P7]

describing their feeling of presence with the Novel

setup as ”I was 100% immersed in that world, [...]

you transport yourself to that world”, and that

this feeling increased over time [P5,7], described

by [P5] as ”the second time you get more and

more immersed in that world [...] you get carried

away so much that the third time it seemed like

a door opened and I entered this world.”. Partic-

ipants suppose this is due to immersion from

minimized distractions (lights off [P8,11,12,18]

and headphones use [P8,12,29,36]); screen size,

placement, and FoV [P5,12,13,36]; better posture

[P7,13,36]; and sense of embodiment with joy-

stick [P7,21] and chair rotation [P7,13,21,27,36].

[P36] believed that physically rotating made them

feel so much like the robot that they would uncon-

sciously tuck in their arms to not hit obstacles

while maneuvering, yet with the Standard setup

they didn’t feel like they ”were there”. With the
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Fig. 8 Pairwise planned contrast results for the Efficiency Indexes across trials. Error bars represent confidence intervals
(CI = 95%) and dots show normalized data of individual participants. Along the top of the graph, depicted via horizontal
lines, asterisk annotations represent statistical significance across all trials (a change over time/learning effect). Inside the
graph, depicted via vertical lines, asterisk annotations indicate statistical significance (* p ≤ .05, ** p ≤ .01, *** p ≤ .001)
between the normalized value mean and 1 (no difference between setups), depicted via a continuous line.

Table 13 Subjective ratings on how important each setup factor was to participants in supporting presence and task
performance. The rank column depicts the order mean rating of each factor’s perceived importance. The top 3 factors for
presence and performance are highlighted in green.

Setup Factors

Presence Performance

M Mdn SD Rank M Mdn SD Rank

Lighting 9.03 9 1.11 1 5.87 6 3.58 6
Audio Output 8.67 9 1.96 2 4.54 5 3.87 7
Rotation Method 8.36 9 2.01 3 8.49 10 2.42 1
Number of Displays 8.26 8 1.82 4 7.59 8 2.59 3
Translation Method 8.03 9 1.97 5 8.36 9 2.47 2
Laptop Location 7.85 8 2.24 6 5.87 7 3.21 5
Posture 7.67 8 2.37 7 5.9 7 3.24 4

Standard setup, participants were aware of their

real-world surroundings due to lights being on

[P1,11] and use of speakers, since they could still

see and hear their surroundings [P12,28,38]. [P36]

felt that the Novel setup’s high demands caused

them to better focus.

Participants mentioned an importance of hav-

ing the appropriate ”mindset” in order to

become immersed. [P11,13,21] felt less immersed

with the Standard setup because they were “con-

ditioned” to associate sitting at a desk and hav-

ing the lights on to performing a non-immersive

task on a computer. Whereas with the Novel

setup, due to differences in appearance and

embodiment and immersion aspects between the

setups, [P21] felt they were in ”a cockpit” and

[P13] like it was VR, this put them in a different

mindset that allowed them to become immersed.
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Participants [P11,21] discussed the impor-

tance of feeling present, they felt more inte-

grated with their task, careful, and cared more

about the consequences of their actions, espe-

cially in tasks that do not allow for errors. For

instance, [P7] described feeling present with the

Novel setup allowed them to “dodge more eas-

ily [...] I felt 100% in control, like it [the robot]

was my body”, performing better than with the

Standard setup’s keyboard.

6.2 User Experience and Usability

6.2.1 Motion Sickness

Participants [P3,23,27,29,37,42] noted symptoms

of motion sickness, especially dizziness, and

believed it was because of them spinning in the

chair. Participants [P3,8] also mentioned eye-

strain, a symptom of motion sickness, due to

focusing on bright screens in the dark. Regarding

the Standard setup, participants [P2,23] also men-

tioned feeling dizzy, which they suppose is because

of the camera views, which were too close to

each other while having different viewing angles,

something they did not feel with the Novel setup.

6.2.2 Setup Physical and Cognitive

Demands

Though some participants thought the setups

had similar levels of low physical demand

[P1,3,6,7,26,42], most found the Novel setup more

tiring, requiring more effort and physical demand

as they had to use their legs to rotate [P8,12-

14,27,28,32,36,40], stating that they sweated [P11]

and it ”felt like exercise” [P10,21], which [P10]

enjoyed as they had to exercise anyway. [P40]

believed the chair’s heaviness was due to the

equipment on it. Participants also felt tired [P22]

and uncomfortable [P36] due to head movements

required to look at the Novel setup’s screens,

as opposed to eye movements with the Standard

setup. In contrast, [P36] felt less tired because of

the higher physical and cognitive demands, caus-

ing them to feel more awake and focused on what

they were doing.

Regarding the Standard setup, participants

[P8,27,40] felt it to be less tiring and physically

demanding due to using their fingers to press keys

on a keyboard. [P36] felt low physical and mental

demands with the Standard setup, as it felt like

playing a video game.

6.2.3 Long Term Use

Participants believed they would feel tired from

using the Novel setup for long periods due to

using their legs to rotate [P17,18,21,23], and for

the Standard setup from using their fingers [P17]

or from sitting in the same posture [P28]. Par-

ticipants felt they could use the Novel setup for

longer periods of time because of how immersed

and entertained they felt [P7], where the duration

31



1582
1583
1584
1585
1586
1587
1588
1589
1590
1591
1592
1593
1594
1595
1596
1597
1598
1599
1600
1601
1602
1603
1604
1605
1606
1607
1608
1609
1610
1611
1612
1613
1614
1615
1616
1617
1618
1619
1620
1621
1622
1623
1624
1625
1626
1627
1628
1629
1630
1631
1632

is task-dependent (how much movement and look-

ing around it requires) [P27]. Other participants

would prefer the Standard setup, as they hypoth-

esized that they might get too motion sick with

the Novel setup over time [P3,16,23,24,27].

6.2.4 Comfort

Some participants [P1,3,23,26,30] felt similar com-

fort levels between setups, while others preferred

the Standard setup because it was less phys-

ically demanding [P22] or because it allowed

them to quickly and easily get out of the

chair [P35]. The remaining participants that dis-

cussed comfort preferred the Novel setup because

they could sit in a leaned-back and relaxed

posture [P5,7,9,11,27,13-15,20,24,25,28,36]; eas-

ily visualize the displayed environment, due to

screen position and size, without moving close

to screens [P8,10,13,15,23,25]; freely move/rotate

around [P28,36]; and feel more in control, due to

the precise input [P10,18,28].

6.2.5 Safety

Though participants mentioned feeling safe with

both setups [P13,18,28,32], others expressed con-

cerns with the Novel setup because they were

anxious when they heard a sound from the real

world and could not see what it was [P3,10],

or worried about rotating in the dark and hit-

ting something/someone around them [P22,29],

especially at home with kids [P18], paying more

attention to the real world with this setup. Par-

ticipants [p16,27] were concerned with the Novel

setup’s prototypical appearance, that something

could fall off, making them cautious when going

very fast with the robot [P27], as opposed to the

Standard which had less factors to worry about

and they believed people would find safer. [P17]

had initial concerns about the Novel setup’s safety,

but felt safe after a few minutes of using it.

6.2.6 Intuitive, Easy to Learn, and

Easy to Control

Participants [P12,16,19] thought the Novel setup,

especially the input methods, would be difficult

and time-consuming to learn, but they found it

quick and easy to learn, taking only minutes

[P12,35]. They improved over time, such that they

could move faster than with the Standard setup

[P19]. Participants felt that physical rotation

was natural and realistic, as body movements

translated to them moving in the environment

[P7,13,26]. Participants [P8,19,23] felt that the

Novel setup’s screen positions were intuitive, mim-

icking how you look around in real life, looking

forward and downward to view those directions,

while the Standard screens felt too condensed and

confusing. [P13] felt the setup was like VR but

without a VR headset, they could intuitively look

around to view the environment.

Participants felt that using the joystick to

translate [P12,23,31,33] and their body to rotate
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[P12,19] gave them more precision, allowing

them to go faster or slower at their own pace,

which was especially helpful for maneuvering

around corners and making small adjustments.

They felt they lacked control with the keyboard,

even when using a ”feathering” technique (quick

consecutive taps) [P12], because it was always fast,

making it imprecise, difficult to use, and causing

overshoots which required corrections [P19]. Par-

ticipants [P3,11,26,27] found the Standard setup

easy to learn due to familiarity with the key-

board, especially those with gaming experience

[P13,21,35,36], which is a reason why some par-

ticipants preferred to use this setup. Participants

[P31,40] expressed a lack of control with the joy-

stick and chair rotation because it was difficult

to reach maximum speed as opposed to simply

pressing a key on a keyboard, causing them to feel

frustrated and hit more obstacles.

6.2.7 Engagement, Enjoyment, and

Excitement

Participants [P21,27,33] described the Standard

setup as monotonous and boring, like a com-

puter task/chore they had to perform, while the

Novel made even repetitive tasks pleasurable

and exciting as it was something new (i.e.,

using physical movement to rotate). [P27] felt as

if they rotated with the robot when using the

Novel setup, making it more enjoyable than the

Standard setup, even if it induced motion sickness.

6.3 Task Performance

Participants [P2,7] expressed a lack of familiarity

with the robot’s body size as opposed to their own

body, requiring them to look at the bottom view

more often than the forward view to avoid obsta-

cles, something they don’t do when walking in the

real world. Participants also mentioned that the

Novel setup’s larger screen size, wider FoV, and

position, referring to the bottom screen as if it

were peripheral vision [P7], positively impacted

their performance, making it easier to see things

[P7,13] than with the Standard setup. [P36] felt

the Standard setup allowed them to make quick

eye movements to see both camera views, mak-

ing maneuvering easier, but had difficulty seeing

objects on the screens, requiring them to lean

in and squint. While the Novel setup required

uncomfortable head movements to view screens,

they did not have to lean in or squint which

improved their comfort and search for objects.

[P7,21] noted that repeated use improved perfor-

mance with the Novel setup and more repeti-

tions would further improve performance “more

times will lead to perfection.”

6.4 Use Cases

6.4.1 Social Scenarios

[P21] believed that using the Novel setup in

social environments will elicit engagement and

empathy from others towards them as a robot,
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because others will notice that their movements

were made from their body rather than from a key-

board. Some participants would prefer the Novel

setup in social situations because they believe it

would make them ”feel more present when talk-

ing to people” [P5,12,27] and focused [P12,33],

whereas the Standard setup would simply feel

”like a zoom video” [P5,26] and not immersive.

Other participants would prefer to use the

Standard setup in social situations because they

felt better control and would bump into people

less [P3], and would like to quickly turn around

when someone comes up behind them to talk (180-

degree rotation), where a keyboard would rotate

them faster than physically rotating around [P40].

[P36] would prefer the Standard setup because

they believe using the Novel setup would make

them feel like they are playing a game or having

too much fun, which would not be appropriate for

a work environment.

6.5 Suggestions for Improvements

Participants provided diverse insights for further

improving the Novel setup:

Locomotion Method: Some participants

suggested adjusting rotation gains to reduce the

amount of physical rotation required [P1,6,34,37].

Others suggested controlling rotations via steer-

ing wheel or pedals [P1,3,22], joystick [P2,40],

mouse [P2,40], or gamepad [P40]. A participant

suggested using a motorized chair and controlling

its rotation via joystick [P12]. Participants also

suggested incorporating strafing (sideways move-

ment) and using a gamepad to improve maneu-

verability ([P13,40]), and using a modifier (i.e., a

button or key press/hold) to increase or decrease

speeds [P23].

Presence, Immersion, Spatial Aware-

ness, and Display: To further enhance pres-

ence, immersion, and spatial awareness, partic-

ipants suggested using a wide curved screen

[P8,23], VR HMD [P13,23,36,40], 360-degree

screens coupled with an omnidirectional tread-

mill [P22,33], or adding directional audio playback

[P6,40].

Collision Avoidance: Participants sug-

gested various collision avoidance features, such

as a rear/back camera [P29,31], proximity sensors

with on-screen visuals [P21,31], haptic feedback

[P5,21,40], or audio cues [P5,21]. Other sugges-

tions included shared control to decrease speed

based on proximity [P23,40], emergency stop

[P36], and padding around the robot to minimize

damage in case of collision [P36].

Mixing Elements and Providing Choice:

Finally, participants suggested mixing elements

from the Standard and Novel setups, such as using

the Standard setup with the Novel’s displays [P9]

or laptop stand [P7], using the Novel setup with a

keyboard for maneuvering [P9,23,40], or providing

the option to choose (and change during use) input
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methods, such as physical vs. keyboard/joystick

rotation [P8].

While many of the participants’ suggestions

are feasible and could improve the system, some,

such as incorporating 360-degree screens or an

omnidirectional treadmill, may be impractical

or too expensive for most applications. Future

research could explore how these diverse sug-

gestions could be synthesized into a new and

improved telepresence robot setup.

7 Discussion

We found that the Novel setup, which is the result

of using simple methods and tools to modify a

typical telepresence robot operator interface (the

Standard Setup) without making any hardware

changes to the robot, can be used to improve the

user’s telepresence experience, although it intro-

duces certain new challenges. In the following

sections, we discuss and elaborate on the results

of our experiment.

7.1 Presence

Higher levels of presence and spatial presence were

found for the Novel setup when compared to the

Standard (section 5.1). These findings differ from

previous studies as the setup with a joystick had

lower levels of presence than one with a key-

board (Adamides et al. 2017) and varying the

user’s reclining angle negatively affected presence

due to an increased sensory mismatch because of

the use of upright redirection (Luo et al. 2022).

Participants believed they felt a greater sense of

presence with the Novel setups because of its

embodiment and immersion aspects (section 6.1).

These findings corroborate with the literature

as presence is positively impacted by embodied

input methods (Schubert et al. 1999; Hollerbach

2002), where participants ranked rotation method

third in importance for presence (section 5.6); and

lower lighting conditions can increase immersion

(Nordin et al. 2014) and improve presence when

the lights are off and volume increased allowing

users to be less distracted by their surround-

ings (Brown and Cairns 2004), where participants

ranked lighting and audio as first and second in

importance for presence (section 5.6). Conversely,

participants mentioned feeling less immersed with

the Standard setup because they were “condi-

tioned” to associate sitting at a desk and having

the lights on to performing a non-immersive task

on a computer (section 6.1).

Vection increased across trials and was more

intensely sensed when using the Novel setup

(section 5.1), which may be due to a num-

ber of factors including the reduced inter-sensory

cue conflict because of the embodiment (physi-

cal rotations) and immersion aspects (darkened

room, increased FoV of the displays, more immer-

sive audio device), which participants addressed
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when discussing the Novel setup (section 6.1).

Vection (and potentially motion sickness) can

be minimized by providing static backgrounds

in the periphery, which serves as a reference

frame that the real-world environment is sta-

tionary (Prothero and Parker 2003). This may

have occurred in the Standard setup as partici-

pants mentioned being aware of their surroundings

because the lights were on and because speak-

ers were used (section 6.1), lowering their sense

of self-motion and sensory conflict (both their

peripheral vision of the room and their vestibu-

lar sense agreed that they were not moving). The

use of two displays in the Novel setup increased

the display size and the FoV of the displayed

environment. Studies have shown that larger dis-

play sizes positively impact presence (Hou et al.

2012) and displays with a larger FoV allow viewers

to perceive displayed movement as more physi-

cal and exciting (Lombard et al. 1995), actions as

more intense (Lombard et al. 1997), and enhance

the sensation of vection (Webb and Griffin 2003;

Basting et al. 2017). This is relevant because the

sensation of vection has a strong correlation to

the sensation of presence (Riecke 2010; Hollerbach

2002).

7.2 User Experience and Usability

7.2.1 Felt More Motion Sickness with

the Novel Setup

Prior research showed that allowing users to phys-

ically rotate (as opposed to virtual rotations) not

only improves spatial orientation but also helps

reduce motion sickness (Rietzler et al. 2018; Ng

et al. 2020; Riecke et al. 2010). This motivated us

to employ physical rotations for the Novel setup.

Unexpectedly, however, results presented higher

motion sickness ratings for the Novel setup despite

using physical rotations (section 5.2.1), with par-

ticipants mentioning symptoms of motion sickness

such as dizziness and eyestrain (section 6.2.1).

Moreover, participants rotated less and slower

with the Novel setup (section 5.4), also predicted

to reduce motion sickness (Becerra et al. 2020;

Kemeny et al. 2017).

Keshavarz et al. (Keshavarz et al. 2015) argued

that vection is a necessary (but not sufficient)

condition for motion sickness to occur. Similarly,

increased presence is also known to be associ-

ated with increased motion sickness (Keshavarz

et al. 2023) as there is a negative relation-

ship between these two measures (Weech et al.

2019). Indeed, participants in the Novel setup

found it more immersive and experienced consid-

erably more presence and vection compared to the

Standard setup (section 5.1). Conversely, partici-

pants in the Standard condition lacked aspects of
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embodiment (they were stationary) and immer-

sion (lights were on and small FoV of the laptop

screen) which might not have been enough to pro-

vide a compelling enough sense of vection to allow

for motion sickness to occur. Another possible rea-

son for participants feeling motion sick was stated

by a participant “I was rotating a lot with my

chair and I was only looking at the monitor and

not at the actual world. I was thinking that I was

just in the monitor [environment]. I wasn’t dizzy

when I was using it, but got dizzy when the lights

turned on and it took me back to the real world”

[P42], indicating that it may be influenced by the

chair rotation and/or by the quick change from an

immersive to a non-immersive environment (from

unaware to fully aware of their surroundings).

The embodiment aspect of posture/reclining angle

may have also affected motion sickness scores

between setups, as different reclining angles and

the use of upright redirection (where the user’s

physical body is angled/not upright but their

vision of and movement in the displayed environ-

ment is as if they were upright) can affect motion

sickness (Luo et al. 2022). There may have also

been a mismatch between the participant’s rota-

tion (section 6.2.1) speed and the robot’s rotation.

Participants may have rotated faster than the

robot, causing a delay in the visuals from match-

ing with their new forward direction as the robot

caught up.

Possible strategies to reduce motion sick-

ness can be grouped into several categories. One

approach involves deliberately reducing the user’s

sense of presence by decreasing the FoV or mon-

itor size (Fernandes and Feiner 2016; Lin et al.

2002; Zhao et al. 2023) or by increasing ambient

lighting. A second category focuses on the robot’s

control system, such as increasing the maximum

rotation speed to better synchronize with user

movements (requiring hardware changes) or algo-

rithmically smoothing abrupt changes in transla-

tion and rotation (Hashemian et al. 2020, 2024). A

third approach involves visualization techniques.

These include applying motion blur during rapid

movements (Lin et al. 2020; Budhiraja et al. 2017)

or using visual anchors—such as static (Luks and

Liarokapis 2019; Cao et al. 2018) or dynamic (Cao

et al. 2018) rest frames, or a focused area of

movement (Park et al. 2022) — to decrease opti-

cal flow. However, these latter visual techniques

carry a notable trade-off, as they may negatively

impact immersion, presence, and the overall user

experience (Rouhani et al. 2024).

Future research is needed to test these

hypotheses and compare them with setups of

various levels of immersion. For example, rather

than simply having the lights on or off, we could

use different brightness levels. We speculate that

increasing brightness would decrease immersion

and, consequently, reduce motion sickness. We
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could also use displays of different sizes and lev-

els of immersion, such as a VR HMD or a large

curved/panoramic display. We speculate these

would increase presence and motion sickness as

the FoV and the mismatch between user rotation

input and robot rotation increase.

Although results showed higher levels of

motion sickness for the Novel setup, the overall

motion sickness values (total SSQ) were low.

7.2.2 Novel Setup was More

Physically Demanding

The Standard setup was found to be less tiring,

with muscles more relaxed (section 5.2), and pre-

sented lower task load ratings than when using

the Novel setup (section 5.3.1). Some participants

believed this was due to the Novel setup having

more physically demanding embodiment aspects,

for instance, moving their head to look between

screens, using their wrist to push and pull the

joystick, and their legs to turn the chair (section

6.2.2). Conversely, participants felt the Standard

setup had less physically demanding embodiment

aspects, requiring only simple eye-movements to

look between camera views and their fingers to

press keys on a keyboard. This may also be due to

the cognitive and physical resources required by

the setup and its level of presence, as our results

corroborate previous studies where the number

of attentional sources (i.e., visual, auditory, and

mental), the amount of effort/energy required to

perform tasks (Brown and Cairns 2004), and the

willingness of users to use their mental resources

(Green and Jenkins 2020) correlate with the level

of presence users feel, as all these ratings were

higher for the Novel setup.

7.2.3 Novel Setup Is Intuitive and

Precise

Participants found the Novel setup’s embodiment

aspect of physically rotating to control rotation

and immersion aspect of using two screens in dif-

ferent positions to view the displayed environment

as intuitive as they both mimicked how peo-

ple naturally rotate and look around in real life,

such that some participants said that the Novel

setup felt as if they were using VR without an

HMD (section 6.2.6). Participants felt more con-

trol and precision with the embodiment aspect of

the Novel setup’s input methods, as they could

move at a pace of their choosing, particularly help-

ful when making small movements and avoiding

obstacles. Though the Standard setup was rated

by participants as easier to control, the Novel

setup was rated (section 5.3), described by par-

ticipants (section 6.2.6), and shown to be more

precise in the performance measures with less col-

lisions and accumulated rotations (section 5.4),

which may be due to the embodiment aspects of

its input devices. The Standard setup’s keyboard

input, which participants mentioned require mini-

mal effort from their fingers, offered digital signals
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(discrete values of either 0 or +/- maximum speed

and not a continuous range) based on a key being

pressed or not. This matches what participants

discussed as they found the Standard setups’

inputs were always at maximum speed, mak-

ing it difficult, imprecise, and causing overshoots

that required corrections. The Novel setup’s joy-

stick and IMU (chair rotation), which participants

stated required more effort from their legs (espe-

cially to reach maximum speeds), provided analog

signals (a continuous range of values from 0 to

+/- maximum speed) based on the joystick’s pitch

angle to move the robot forward/backward or the

IMU’s yaw angle to rotate the robot. The amount

of effort required from these input devices may be

the reason why the Standard setup was rated as

being easier to control.

7.2.4 Novel Setup Is More Engaging,

Enjoyable, and Exciting

Participants found the Novel setup to be more

engaging, enjoyable, and exciting (section 5.2),

even though motion sickness, which participants

felt more of with this setup (section 5.2.1),

can negatively affect user experience (Lee et al.

2024). This may be because participants felt more

present, immersed, and engaged when using the

Novel setup, as studies have shown a connection

between these sensations with enjoyment (Wirth

et al. 2007; Merikivi et al. 2017; Heeter 1992),

which corroborates with our findings of the Novel

better supporting presence and immersion. Con-

versely, participants found the Standard setup to

be boring, comparing it to a chore they had to

perform, while the Novel setup felt new and excit-

ing, especially due to the embodiment aspect of

physically moving to rotate (sections 6.2.7 and

6.1). Participants may have also enjoyed the Novel

setup more because of its ease of use (Merikivi

et al. 2017), as participants found the Novel setup

intuitive and easy to learn (section 6.2.6), while

finding the Standard more confusing, complicated,

and less precise (section 5.3).

It is important to consider that a possible

reason for these favorable results towards the

Novel setup may be due to the Standard setup

being composed of factors familiar to participants

(section 6.2.6) and they are “conditioned” to using

a computer in this manner when performing a

non-immersive task (section 6.1). There may also

be a ”Novelty Effect”, where a positive effect

occurs because of the newness of the innovation

rather than the innovation itself (Elston 2021).

This could be due to participants being exposed

to specific new factors, such as using two vertically

placed displays to view a simulated environment

from different perspectives or using physical rota-

tion as an input method, or experiencing all of the

Novel setup factors at once. Studies have shown

that novelty can impact motivation (Fierro-Suero

et al. 2020), enjoyment (Li et al. 2021), interest
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(Sung et al. 2019), and satisfaction (Fierro-Suero

et al. 2020).

7.2.5 Novel Setup is Less Safe,

Comfortable, and Would Not be

Used Regularly or for Longer

Periods

The Novel setup was rated as less safe (section

5.3), which participants felt was because of the

immersion aspect of having the lights off (section

6.2.5), making them anxious of their surroundings

(not knowing who/what is around them) and if

they would hit something while rotating in the

chair (a common safety concern participants have

in VR studies (Huang et al. 2018; Scavarelli and

Teather 2017; Jelonek 2023). Future studies could

investigate how varying the level of lighting (how

much of the surrounding environment the user can

see) can impact the user’s sense of immersion,

presence, and safety.

Research has shown that using a chair in a

reclined position and having the display at eye-

level increases comfort (Bendix et al. 1985; Haynes

and Williams 2008; Kothiyal and Bjørnerem 2009;

Imamov et al. 2020), which led us to include

similar features in our Novel setup. Participants

discussed various embodiment and immersion

aspects of the Novel setup that were comfort-

able (section 6.2.4), such as their reclined and

relaxed posture, being able to see the displayed

environment well without having to lean into the

screen (as some had to do with the Standard

setup), being able to freely move, and feeling more

in control due to precise input. Although more

participants described the Novel setup as more

comfortable than the Standard in the interview,

they rated the Standard setup as more comfort-

able in the survey (section 5.3). This difference

may have been because the Novel setup was more

physically demanding for participants and caused

more motion sickness (sections 5.3.1 and 5.2.1),

especially over time, which were concerns partici-

pants expressed, to the extent that these negative

aspects outweighed the positive ones, making the

setup less comfortable overall.

The Novel setup was also rated lower for

regular and long term use (section 5.3), which

participants believed would be due to feeling too

tired, from the physical demand (from using their

legs to rotate), and motion sick, especially with

more/longer session times (section 6.2.3). More-

over, participants felt that using the Standard

setup for long periods of time would be uncom-

fortable due to the strain on their fingers from all

the input and from staying in the same posture

(embodiment aspects). Some participants men-

tioned they could use the Novel setup for longer

periods as it was more immersive and entertaining,

but the duration would depend on how physically

demanding the task would be.
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7.3 Performance

7.3.1 Collisions, Distance Traveled,

Accumulated Rotations

Participants collided, traveled, and rotated less

with the Novel setup, by the second trial, and had

a higher average linear and rotation speed with

the Standard setup, throughout all trials (section

5.4). These results differ from the literature where

keyboard setups outperformed joysticks (Thrash

et al. 2015; Ruddle and Lessels 2009) and the

difference in reclining angle and use of upright

redirection has shown to negatively affect spa-

tial perception of distance, direction, and position

(Luo et al. 2022). This mismatch with the litera-

ture may be due the setups’ embodiment aspects

of input methods and laptop location, and the

immersion aspect of the number of displays.

The setups’ translation and rotation input

methods, ranked second and first in importance

for performance (section 5.6), may have affected

their average linear and rotation speeds, conse-

quently impacting the number of collisions. The

digital signal of the Standard setup’s keyboard

may have resulted in higher average linear and

rotation speeds, as participants mentioned less

precise control of the robot’s movements with it

compared to the precise control with the Novel

setup’s input methods (sections 5.3 and 6.2.6).

This may have caused participants using the Stan-

dard setup to collide and rotate more, especially

in narrow locations. Because physical rotations

improves spatial updating (Chance et al. 1998;

Riecke et al. 2010), proprioceptive cues, and dis-

tance judgment (Hollerbach 2002), this may have

better supported participant’s spatial presence

when using the Novel setup (section 5.1), requiring

them to look around less to understand their envi-

ronment, leading to less rotations and collisions.

This coincides with participants feeling their body

movements, specifically rotation, were natural and

precise, which provided a stronger sense of pres-

ence and made obstacle avoidance easier (sections

6.1 and 6.2.6). This aligns with previous litera-

ture where telepresence robot users with a sense of

presence better spatially understand and maneu-

ver around a remote environment (Nostadt et al.

2020). Participants also mentioned looking often

at the down-facing camera view to avoid obsta-

cles because they weren’t familiar with the robot’s

body size, which they do not need to do when

walking in the real world (section 6.3).

The number of displays, ranked third in

importance for performance (section 5.6), may

have led to the Novel setup colliding less, as

participants mentioned that using two displays

(given their larger size, wider FoV, and position)

improved their performance as it was easier to see

things (section 6.3). Participants felt the Standard

setup’s screens were too condensed and confus-

ing (section 6.2.6), which may have led to more
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collisions. These findings may be explained by pre-

vious studies where displays with larger FoVs were

shown to improve target detection and identifi-

cation performance (Ragan et al. 2015), reduce

the number of collisions (Nagahara et al. 2003),

require less navigation commands (Bazzano et al.

2019), and enhance distance judgment (Masnadi

et al. 2022). Larger displays also increase atten-

tion, in particular selective attention to content in

the viewer’s peripheral vision, as it is more respon-

sive to changes than the foveal vision (Livingstone

and Hubel 1988), which coincides with a partic-

ipant’s use and description of the Novel setup’s

bottom screen as peripheral vision and may have

helped with obstacle avoidance.

7.3.2 Task Completion Time

Considering all three trials together, participants

completed tasks faster with the Standard setup

(section 5.4). This finding is consistent with previ-

ous studies in which keyboard locomotion outper-

formed a joystick (Thrash et al. 2015; Adamides

et al. 2017). However, this initial advantage was

not static. While participants improved with both

setups over time, the performance gap narrowed

significantly. By the third trial, task comple-

tion times for the Novel and Standard setups

had converged to statistically similar levels. This

rapid improvement in the Novel setup might be

attributed to participants colliding less frequently

and for shorter periods of time, traveling less,

rotating less, and increasing their average linear

speed over time as they practiced. The results of

the third trial align with those of studies compar-

ing virtual translation and rotation (similar to the

Standard setup) to virtual translation and phys-

ical rotation (similar to the Novel setup) (Riecke

et al. 2010).

7.3.3 Performance and Energy Indexes

By the second trial, the Novel setup had shown

benefits over the Standard in terms of perfor-

mance and energy efficiency indexes, and these

advantages increased further in the third trial.

The Novel setup may have performed better due

to cognitive demand and learning effects, as par-

ticipants may have become familiar enough with

it to focus more on their task than on operating

the robot (Cohen et al. 2011). This would allow

them to allocate more cognitive resources to their

task, resulting in improved performance. Regard-

ing energy efficiency, in theory, participants would

use less energy with the Novel setup, meaning

they would have more battery power available for

longer use of the robot and/or lower operating

costs compared to the Standard setup.

The Novel setup required approximately nine

minutes of use — the duration of three trials —

for its performance to match that of the Standard

setup. This brief learning period suggests that

operators could likely achieve proficiency within

a single, typical telepresence session, which often
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exceeds 20 minutes (Jones et al. 2020; Yang et al.

2018; Shi et al. 2019; Cash and Prescott 2019).

However, this result should be treated with cau-

tion as further research is needed to investigate the

effect of additional training time on performance

and to establish whether longer sessions would be

feasible when considering factors such as physical

demand and motion sickness. Future studies could

also investigate whether the Novel setup contin-

ues to reduce cognitive demands and improve

performance to the extent that it surpasses task

and collision times compared with the Standard

setup. If so, how long would it take to reach this

point and when would the learning effects, and

consequently the improved performance measures,

saturate and plateau?

7.4 The Effects of Embodiment and

Immersion Setup Factors

Our results show that the setup factors related

to embodiment and immersion, at least when put

together, contribute towards a better telepres-

ence robot experience. However, certain metrics

were worse with the Novel setup and we only

tested the system as a whole. The rankings provide

initial ideas of each individual factor’s level of con-

tribution, but further studies are needed, where

one factor is varied at a time, to better assess

their individual impact and their importance when

designing the user interface.

As an implication of the results of this study,

one could ask the following practical question: Is

it worth using the Novel setup, which provides

a better sense of presence, user experience, and

performance than a Standard setup, but is less

comfortable and has higher motion sickness rat-

ings, task load demands, and needs some brief

initial training? In the context of this study, we

can answer that it depends on the user’s purpose

for operating a telepresence robot and the session

duration. While our study’s task was performance-

focused, there was no statistically significantly

preference between the setups for this type of

use. Considering duration, participants indicated

they would use the Standard setup more regu-

larly and for longer periods of time because they

would probably get too motion-sick or tired with

the Novel setup (6.2.3). Although our task was not

focused on social interactions, when asked, some

participants thought they would prefer to use the

Standard setup because they would have better

control of the robot and could rotate faster to talk

to people behind them, while some others would

prefer the Novel setup because they want to feel

present and focused when talking to people and

not ”like a zoom video” with the Standard setup

(section 6.4.1). Further studies focused on social

scenarios are needed to better access participants’

setup preference as our findings are based on what

some participants assume they would prefer in

imagined scenarios.
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Regarding the Novel setup’s hardware compo-

nents required for its use, although the hardware

components required for the Novel setup may

seem like a possible adoption barrier for non-

technical users or organizations without technical

support at first, we believe it is not. The sec-

ondary screen, IMU, and joystick used were ”plug

and play”, meaning they could be used just by

connecting them as the software managed the inte-

gration and all the user would need to do is place

things at a comfortable position. To further facil-

itate this setup and user experience, a simpler

version of this setup is also possible. For exam-

ple, the headphones and secondary display could

be what the user has available in their home/of-

fice (i.e., a phone or tablet). Rather than using

an external IMU to measure rotation, it could

be obtained from the secondary display’s internal

IMU. Instead of using the platform on the chair’s

armrest to position the laptop and joystick, a lap-

top stand placed on the user’s lap and a smaller,

lighter joystick on the armrest or a large tray on

the user’s lap could be used. A relatively pow-

erful laptop and a cabling system, to constantly

power the laptop, was required because the simu-

lation was resource-intensive. However, this would

not be necessary for real-world use because there

would be no simulation and, therefore, the lap-

top’s battery would suffice, eliminating the need

for a power cable and preventing it from tangling

while the user rotates.

7.5 Limitations

As with all evaluations, this study has its limita-

tions and we want to identify the most important

ones that we are aware of as they may affect the

generalization of our findings. First, due to the

simplicity of our task (i.e., no dynamic objects

or complex winding and narrowing paths), it did

not require much backward or rapidly changing

movements, and the task was fairly predictable

and did not have a high degree of difficulty. Sec-

ond, as previously discussed, because this study

focused on two different setups, the Standard and

the Novel setup, which are composed of seven dif-

ferent factors, the results need to be interpreted

regarding these setups as a whole and not on

their individual factors. Third, as the purpose of

the audio was to help immerse the participants,

rather than being required for the performance of

tasks such as perceiving an alarm and finding its

source, or using audio cues to better perceive col-

lisions, this may explain why the audio was rated

as the least important for performance. Fourth,

future research is needed to investigate to what

degree our findings might generalize to different

types of robots (i.e., treaded, bipedal humanoids,

or robots with multiple limbs for navigation), as

the mismatch between the user’s chair rotation

and the robot’s rotation/motion may lead to oper-

ational challenges, failure, and/or motion sickness.
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Finally, conducting the study in a simulated envi-

ronment can be considered a limitation because

the Novel setup has not yet been tested with a

real robot. However, the modeling of the simulated

robot closely followed that of existing telepresence

robots, and the simulated environment enabled

greater control over confounding variables and

the environment. Future work will involve test-

ing the Novel setup with a real robot to examine

the impact of factors such as vibration, hard-

ware noise, terrain variation (e.g. smoothness and

unevenness), and uncertain motion (e.g. slippage).

We anticipate that latency- and terrain-related

issues may cause a mismatch between the user’s

physical pose and what they see in the remote

environment, which could lead to motion sick-

ness. Although hardware noise may annoy users, it

could positively impact their sense of presence, as

sounds from the remote environment may enhance

their sense of being there. While we anticipate

differences between the simulation and real-world

use, these should not significantly impact our

results, as they would affect both the Novel and

Standard setups similarly.

8 Conclusion

This study investigated how the interface used

to operate a telepresence robot affects the

user’s overall experience across multiple measures,

including presence, user experience, usability, and

performance. Two different setups were used in

this study, a Standard setup consisting of fac-

tors commonly found in commercial telepresence

robots, and a Novel setup, whose factors incor-

porate insights from VR and robotics. Results

showed that by the end of the third trial, the

Novel setup significantly improved the user experi-

ence, the user’s sense of presence and self-motion,

and performance compared to the Standard setup,

but it also caused participants to experience more

motion sickness, though generally low values, and

task load demands. After only about nine min-

utes of practice (by the third trial), participants

performed better overall when using the Novel

setup. However, the Standard setup was found

to be a setup that could be used more regularly

and for longer periods of time, but was less pre-

cise and more complicated and confusing to use.

Although our study did not focus on social situ-

ations, participants believed they would prefer to

use the Novel setup for social uses. We plan to

investigate social interactions in a future study,

which we believe will more effectively showcase

the strength of the Novel in terms of embodiment

and immersion. Because the setups were consid-

ered as a whole, the results of this study provides

a basis for researchers to further investigate the

impact of each setup factor. This also provides a

basis for designers/roboticists to create robot user

interfaces focusing on the user’s overall experience.

This study also showed how existing telepresence
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robot user interfaces can be improved with sim-

ple methods and low-cost tools that do not require

changes to the robot’s hardware, just changes to

the user’s setup.

While this study employed a home-inspection

scenario, its findings address the universal chal-

lenge of remote navigation and are therefore rele-

vant to any domain where effective teleoperation

is critical—including industrial inspection, educa-

tion, healthcare, and remote collaboration. More

broadly, our research provides a key insight for

the fields of human-computer and human-robot

interaction. It demonstrates that a holistic design

approach, prioritizing operator embodiment and

immersion through low-cost, accessible modifica-

tions, can fundamentally improve the telepresence

experience. This user-centric paradigm offers a

path toward designing more effective and engag-

ing human-robot interfaces that move beyond the

limitations of ”Skype on wheels”.

Electronic Supplementary information.

Below are links to the electronic supplementary

material.

Supplementary Material A: Dependent vari-

ables detailed on their group, how they were

measured/calculated/asked, and what question-

naire/study they are based on.

Supplementary Material B: A video accom-

panies this work which shows the Novel and

Standard setup and their use. The video also

demonstrates the task participants performed in

the user study.
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Carmona-Márquez, J.: Perceived novelty sup-

port and psychological needs satisfaction in

physical education. International Journal of

Environmental Research and Public Health

17(11), 4169 (2020)

George, R.J., Fitzpatrick, R.C.: The sense of self-

motion, orientation and balance explored by

vestibular stimulation. The Journal of physiol-

ogy 589(4), 807–813 (2011)

Gifford, C.M.: Review of selected mobile robot

and robotic manipulator technologies. center of

remote sensing of ice sheets. Technical report,,

University of Kansas, Lawrence, KS (2006)

Green, M., Jenkins, K.: Need for cognition, trans-

portability, and engagement with interactive

52

https://doi.org/10.1109/VR.2013.6549382
https://doi.org/10.1109/VR.2013.6549382


2653
2654
2655
2656
2657
2658
2659
2660
2661
2662
2663
2664
2665
2666
2667
2668
2669
2670
2671
2672
2673
2674
2675
2676
2677
2678
2679
2680
2681
2682
2683
2684
2685
2686
2687
2688
2689
2690
2691
2692
2693
2694
2695
2696
2697
2698
2699
2700
2701
2702
2703

narratives. Games for health journal (2020)

https://doi.org/10.1089/g4h.2019.0095.

Grabe, M.E., Lombard, M., Reich, R.D., Bracken,

C., Ditton, T.: Screen size and viewer responses

to television: Research findings. Visual Commu-

nication Quarterly 6(2), 4–9 (1999)

Grassini, S., Laumann, K., Rasmussen Skogstad,

M.: The use of virtual reality alone does not

promote training performance (but sense of

presence does). Frontiers in psychology 11, 1743

(2020)

Guo, C., Sharlin, E.: Exploring the use of tan-

gible user interfaces for human-robot interac-

tion: a comparative study. In: Proceedings of

the SIGCHI Conference on Human Factors in

Computing Systems, pp. 121–130 (2008)

Hashemian, A.M., Adhikari, A., Aguilar, I.A.,

Kruijff, E., Heyde, M.v.d., Riecke, B.E.:

Leaning-based interfaces improve simultaneous

locomotion and object interaction in vr com-

pared to the handheld controller. IEEE Trans-

actions on Visualization and Computer Graph-

ics 30(8), 4665–4682 (2024) https://doi.org/10.

1109/TVCG.2023.3275111

Hainsworth, D.W.: Teleoperation user interfaces

for mining robotics. Autonomous robots 11(1),

19–28 (2001)

Hashemian, A.M., Adhikari, A., Kruijff, E.,

Heyde, M.v.d., Riecke, B.E.: Leaning-based

interfaces improve ground-based vr locomotion

in reach-the-target, follow-the-path, and racing

tasks. IEEE Transactions on Visualization and

Computer Graphics 29(3), 1748–1768 (2023)

https://doi.org/10.1109/TVCG.2021.3131422

Huang, S., Bai, H., Mandalika, V.B.H., Lindeman,

R.W.: Improving virtual reality safety precau-

tions with depth sensing. In: Proceedings of

the 30th Australian Conference on Computer-

Human Interaction, pp. 528–531 (2018)

Heeter, C.: Being there: the subjective experience

of presence. Presence 1, 262–271 (1992)

Herring, S.C.: Telepresence robots for academics.

Proceedings of the American society for infor-

mation science and technology 50(1), 1–4

(2013)

Heshmat, Y., Jones, B., Xiong, X., Neustaedter,

C., Tang, A., Riecke, B.E., Yang, L.: Geocaching

with a beam: Shared outdoor activities through

a telepresence robot with 360 degree viewing.

In: Proceedings of the 2018 CHI Conference on

Human Factors in Computing Systems, pp. 1–

13 (2018)

Heshmat, Y., Jones, B., Xiong, X., Neustaedter,

C., Tang, A., Riecke, B.E., Yang, L.: Geocaching

with a beam: Shared outdoor activities through

a telepresence robot with 360 degree viewing.

53

https://doi.org/10.1089/g4h.2019.0095.
https://doi.org/10.1109/TVCG.2023.3275111
https://doi.org/10.1109/TVCG.2023.3275111
https://doi.org/10.1109/TVCG.2021.3131422


2704
2705
2706
2707
2708
2709
2710
2711
2712
2713
2714
2715
2716
2717
2718
2719
2720
2721
2722
2723
2724
2725
2726
2727
2728
2729
2730
2731
2732
2733
2734
2735
2736
2737
2738
2739
2740
2741
2742
2743
2744
2745
2746
2747
2748
2749
2750
2751
2752
2753
2754

In: Proceedings of the 2018 CHI Conference on

Human Factors in Computing Systems, pp. 1–

13 (2018)

Hashemian, A.M., Lotfaliei, M., Adhikari, A.,

Kruijff, E., Riecke, B.E.: Headjoystick: Improv-

ing flying in vr using a novel leaning-based inter-

face. IEEE Transactions on Visualization and

Computer Graphics 28(4), 1792–1809 (2020)

Hughes, S., Manojlovich, J., Lewis, M., Gen-

nari, J.: Camera control and decoupled motion

for teleoperation. In: SMC’03 Conference Pro-

ceedings. 2003 IEEE International Conference

on Systems, Man and Cybernetics. Conference

Theme-System Security and Assurance (Cat.

No. 03CH37483), vol. 2, pp. 1339–1344 (2003).

IEEE

Hou, J., Nam, Y., Peng, W., Lee, K.M.: Effects of

screen size, viewing angle, and players’ immer-

sion tendencies on game experience. Computers

in Human Behavior 28(2), 617–623 (2012)

Hollerbach, J.M.: Locomotion interfaces. Hand-

book of virtual environments: Design, imple-

mentation and applications, 239–254 (2002)

Hartson, R., Pyla, P.S.: The UX Book: Process

and Guidelines for Ensuring a Quality User

Experience. Elsevier, ??? (2012)

Ha, C., Park, S., Her, J., Jang, I., Lee, Y., Cho,

G.R., Son, H.I., Lee, D.: Whole-body multi-

modal semi-autonomous teleoperation of mobile

manipulator systems. In: 2015 IEEE Interna-

tional Conference on Robotics and Automation

(ICRA), pp. 164–170 (2015). https://doi.org/

10.1109/ICRA.2015.7138995

Hart, S.G., Staveland, L.E.: Development of nasa-

tlx (task load index): Results of empirical

and theoretical research. In: Hancock, P.A.,

Meshkati, N. (eds.) Human Mental Workload.

Advances in Psychology, vol. 52, pp. 139–183.

North-Holland, ??? (1988). https://doi.org/10.

1016/S0166-4115(08)62386-9

Henkel, Z., Suarez, J., Srinivasan, V., Murphy,

R.R.: Medical field exercise with a social telep-

resence robot. Paladyn, Journal of Behavioral

Robotics 7(1) (2016)

Haynes, S., Williams, K.: Impact of seating pos-

ture on user comfort and typing performance

for people with chronic low back pain. Inter-

national journal of industrial ergonomics 38(1),

35–46 (2008)

Hauser, K., Watson, E.N., Bae, J., Bankston,

J., Behnke, S., Borgia, B., Catalano, M.G.,

Dafarra, S., Erp, J.B., Ferris, T., et al.: Anal-

ysis and perspectives on the ana avatar xprize

competition. International Journal of Social

Robotics 17(3), 473–504 (2025)

54

https://doi.org/10.1109/ICRA.2015.7138995
https://doi.org/10.1109/ICRA.2015.7138995
https://doi.org/10.1016/S0166-4115(08)62386-9
https://doi.org/10.1016/S0166-4115(08)62386-9


2755
2756
2757
2758
2759
2760
2761
2762
2763
2764
2765
2766
2767
2768
2769
2770
2771
2772
2773
2774
2775
2776
2777
2778
2779
2780
2781
2782
2783
2784
2785
2786
2787
2788
2789
2790
2791
2792
2793
2794
2795
2796
2797
2798
2799
2800
2801
2802
2803
2804
2805

Hung, L., Wong, J., Smith, C., Berndt, A., Gre-

gorio, M., Horne, N., Young, E.: Facilitators

and barriers to using telepresence robots in

aged care settings: a scoping review. Journal

of Rehabilitation and Assistive Technologies

Engineering 9, 20556683211072385 (2022)

Holtzblatt, K., Wendell, J.B., Wood, S.: Rapid

Contextual Design: a How-to Guide to Key

Techniques for User-centered Design. Elsevier,

??? (2004)

Imamov, S., Monzel, D., Lages, W.S.: Where to

display? how interface position affects comfort

and task switching time on glanceable inter-

faces. In: 2020 IEEE Conference on Virtual

Reality and 3D User Interfaces (VR), pp. 851–

858 (2020). https://doi.org/10.1109/VR46266.

2020.00110

Ishiguro, Y., Makabe, T., Nagamatsu, Y., Kojio,

Y., Kojima, K., Sugai, F., Inaba, M.: Bilat-

eral humanoid teleoperation system using

whole-body exoskeleton cockpit tablis. IEEE

Robotics and Automation Letters 5(4), 6419–

6426 (2020)

Isip, M.I.G.: Effect of a standing body position

during college students’ exam: Implications on

cognitive test performance. Industrial Engineer-

ing and Management Systems 13(2), 185–192

(2014)

Johnson, S., Coxon, M.: Sound can enhance the

analgesic effect of virtual reality. Royal Society

open science 3(3), 150567 (2016)

Jelonek, M.: Vrtoer: When virtual reality leads

to accidents: A community on reddit as lens to

insights about vr safety. In: Extended Abstracts

of the 2023 CHI Conference on Human Factors

in Computing Systems, pp. 1–6 (2023)

Jones, B., Maiero, J., Mogharrab, A., Aguliar,

I.A., Adhikari, A., Riecke, B.E., Lindeman,

R.W.: Feetback: augmenting robotic telepres-

ence with haptic feedback on the feet. In: Pro-

ceedings of the 2020 International Conference

on Multimodal Interaction, pp. 194–203 (2020)

Johnson, S., Rae, I., Mutlu, B., Takayama, L.: Can

you see me now? how field of view affects collab-

oration in robotic telepresence. In: Proceedings

of the 33rd Annual Acm Conference on Human

Factors in Computing Systems, pp. 2397–2406

(2015)

Jiang, H., Wachs, J.P., Duerstock, B.S.: Facili-

tated gesture recognition based interfaces for

people with upper extremity physical impair-

ments. In: Iberoamerican Congress on Pattern

Recognition, pp. 228–235. Springer, Berlin, Hei-

delberg (2012)

Kawakita, J.: The original kj method. Tokyo:

Kawakita Research Institute 5, 1991 (1991)

55

https://doi.org/10.1109/VR46266.2020.00110
https://doi.org/10.1109/VR46266.2020.00110


2806
2807
2808
2809
2810
2811
2812
2813
2814
2815
2816
2817
2818
2819
2820
2821
2822
2823
2824
2825
2826
2827
2828
2829
2830
2831
2832
2833
2834
2835
2836
2837
2838
2839
2840
2841
2842
2843
2844
2845
2846
2847
2848
2849
2850
2851
2852
2853
2854
2855
2856

Kothiyal, K., Bjørnerem, A.M.: Effects of com-

puter monitor setting on muscular activity, user

comfort and acceptability in office work. Work

32(2), 155–163 (2009)

Koenemann, J., Burget, F., Bennewitz, M.: Real-

time imitation of human whole-body motions by

humanoids. In: 2014 IEEE International Con-

ference on Robotics and Automation (ICRA),

pp. 2806–2812 (2014). https://doi.org/10.1109/

ICRA.2014.6907261

Kristoffersson, A., Coradeschi, S., Loutfi, A.:

Towards evaluation of social robotic telepres-

ence based on measures of social and spatial

presence. In: Human Robot Interaction (2011)

Kristoffersson, A., Coradeschi, S., Loutfi, A.:

A review of mobile robotic telepresence.

Advances in Human-Computer Interaction

2013(1), 902316 (2013)

Kern, A.C., Ellermeier, W., Wojtusch, J.: Noise-

cancelling, steps and soundscapes: the effect of

auditory stimulation on presence in virtual real-

ities while walking. In: Proceedings of the 22nd

ACM Conference on Virtual Reality Software

and Technology, pp. 87–90 (2016)

Keshavarz, B., Golding, J.F.: Motion sickness: cur-

rent concepts and management. Current opin-

ion in neurology 35(1), 107–112 (2022)

Kemeny, A., George, P., Mérienne, F., Colom-
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Núñez, P.: Design and development of shadow:

A cost-effective mobile social robot for human-

following applications. Electronics 13(17), 3444

(2024)

Villani, V., Capelli, B., Sabattini, L.: Use of vir-

tual reality for the evaluation of human-robot

interaction systems in complex scenarios. In:

2018 27th IEEE International Symposium on

Robot and Human Interactive Communication

(RO-MAN), pp. 422–427 (2018). https://doi.

org/10.1109/ROMAN.2018.8525738

Van Erp, J.B., Duistermaat, M., Jansen, C.,

Groen, E., Hoedemaeker, M.: Tele-presence:

Bringing the operator back in the loop. In:

NATO RTO Workshop on Virtual Media for

Military Applications, pp. 9–1918 (2006). Cite-

seer

Vaughan, J., Kratz, S., Kimber, D.: Look where

you’re going: Visual interfaces for robot tele-

operation. In: 2016 25th IEEE International

Symposium on Robot and Human Interac-

tive Communication (RO-MAN), pp. 273–280

(2016). https://doi.org/10.1109/ROMAN.2016.

7745142

67

https://doi.org/10.1145/1394669.1394672
https://doi.org/10.1109/ROMAN.2018.8525738
https://doi.org/10.1109/ROMAN.2018.8525738
https://doi.org/10.1109/ROMAN.2016.7745142
https://doi.org/10.1109/ROMAN.2016.7745142


3418
3419
3420
3421
3422
3423
3424
3425
3426
3427
3428
3429
3430
3431
3432
3433
3434
3435
3436
3437
3438
3439
3440
3441
3442
3443
3444
3445
3446
3447
3448
3449
3450
3451
3452
3453
3454
3455
3456
3457
3458
3459
3460
3461
3462
3463
3464
3465
3466
3467
3468

Velinov, A., Koceski, S., Koceska, N.: A review

of the usage of telepresence robots in educa-

tion. Balkan Journal of Applied Mathematics

and Informatics 4(1), 27–40 (2021)

Vespa, P.M., Miller, C., Hu, X., Nenov, V., Buxey,

F., Martin, N.A.: Intensive care unit robotic

telepresence facilitates rapid physician response

to unstable patients and decreased cost in

neurointensive care. Surgical neurology 67(4),

331–337 (2007)

Wilkinson, M., Brantley, S., Feng, J.: A mini

review of presence and immersion in virtual

reality. In: Proceedings of the Human Factors

and Ergonomics Society Annual Meeting, vol.

65, pp. 1099–1103 (2021). SAGE Publications

Sage CA: Los Angeles, CA

Webb, N., Griffin, M.: Eye movement, vection,

and motion sickness with foveal and peripheral

vision. Aviation (2003). space, and environmen-

tal medicine.

Wirth, W., Hartmann, T., Bocking, S.: A pro-

cess model of the formation of spatial presence

experiences. Media Psychology 9(3), 493–525

(2007)

Weech, S., Kenny, S., Barnett-Cowan, M.: Pres-

ence and cybersickness in virtual reality are neg-

atively related: a review. Frontiers in psychology

10, 158 (2019)

Wijnen, L., Lemaignan, S., Bremner, P.: Towards

using virtual reality for replicating hri studies.

In: Companion of the 2020 ACM/IEEE Interna-

tional Conference on Human-Robot Interaction,

pp. 514–516 (2020)

Wells, M.J., Osgood, R.K., Venturino, M.: Using

target replacement performance to measure spa-

tial awareness in a helmet-mounted simulator.

In: Proceedings of the Human Factors Society

Annual Meeting, vol. 32, pp. 1429–1433 (1988).

SAGE Publications Sage CA: Los Angeles, CA

Witmer, B.G., Singer, M.J.: Measuring presence in

virtual environments: a presence questionnaire.

Presence: Teleoperators and Virtual Environ-

ments 7(3), 225–240 (1998)

Wachs, J.P., Stern, H., Edan, Y.: Cluster label-

ing and parameter estimation for the auto-

mated setup of a hand-gesture recognition sys-

tem. IEEE Transactions on Systems, Man,

and Cybernetics-Part A: Systems and Humans

35(6), 932–944 (2005)

Wibowo, S., Siradjuddin, I., Ronilaya, F., Hidayat,

M.: Improving teleoperation robots perfor-

mance by eliminating view limit using 360

camera and enhancing the immersive experience

utilizing vr headset. In: IOP Conference Series:

Materials Science and Engineering, vol. 1073, p.

012037 (2021). IOP Publishing

68



3469
3470
3471
3472
3473
3474
3475
3476
3477
3478
3479
3480
3481
3482
3483
3484
3485
3486
3487
3488
3489
3490
3491
3492
3493
3494
3495
3496
3497
3498
3499
3500
3501
3502
3503
3504
3505
3506
3507
3508
3509
3510
3511
3512
3513
3514
3515
3516
3517
3518
3519

Wang, H., Xu, J., Grindle, G., Vazquez, J.,

Salatin, B., Kelleher, A., Cooper, R.A.: Per-

formance evaluation of the personal mobility

and manipulation appliance (permma. Medi-

cal engineering & physics 35(11), 1613–1619

(2013)

Yanco, H.A., Drury, J.: ”where am i?” acquiring

situation awareness using a remote robot plat-

form. In: 2004 IEEE International Conference

on Systems, Man and Cybernetics (IEEE Cat.

No.04CH37583), vol. 3, pp. 2835–28403 (2004).

https://doi.org/10.1109/ICSMC.2004.1400762

Yang, L., Jones, B., Neustaedter, C., Singhal, S.:

Shopping over distance through a telepresence

robot. Proceedings of the ACM on Human-

Computer Interaction 2(CSCW), 1–18 (2018)

Yang, L., Neustaedter, C.: Our house: living long

distance with a telepresence robot. Proceedings

of the ACM on Human-Computer Interaction

2(CSCW), 1–18 (2018)

Yousif, J.: Social and telepresence robots a future

of teaching. Artificial Intelligence & Robotics

Development Journal 1(1), 58–65 (2021)

Youssef, K., Said, S., Al Kork, S., Beyrouthy,

T.: Telepresence in the recent literature with

a focus on robotic platforms, applications and

challenges. Robotics 12(4) (2023) https://doi.

org/10.3390/robotics12040111

Zheng, J.M., Chan, K.W., Gibson, I.: Virtual

reality. Ieee Potentials 17(2), 20–23 (1998)

Zhang, G., Hansen, J.P.: Telepresence robots for

people with special needs: a systematic review.

International Journal of Human–Computer

Interaction 38(17), 1651–1667 (2022)

Zhang, J., Langbehn, E., Krupke, D., Katza-

kis, N., Steinicke, F.: A 360 video-based robot

platform for telepresent redirected walking. In:

Proceedings of the 1st International Workshop

on Virtual, Augmented, and Mixed Reality for

Human-Robot Interactions (VAM-HRI, pp. 58–

62 (2018)

Zielasko, D., Law, Y.C., Weyers, B.: Take a look

around – the impact of decoupling gaze and

travel-direction in seated and ground-based vir-

tual reality utilizing torso-directed steering. In:

2020 IEEE Conference on Virtual Reality and

3D User Interfaces (VR), pp. 398–406 (2020).

https://doi.org/10.1109/VR46266.2020.00060

Zhao, G., Orlosky, J., Feiner, S., Ratsamee, P.,

Uranishi, Y.: Mitigation of vr sickness dur-

ing locomotion with a motion-based dynamic

vision modulator. IEEE Transactions on Visu-

alization and Computer Graphics 29(10), 4089–

4103 (2023) https://doi.org/10.1109/TVCG.

2022.3181262

69

https://doi.org/10.1109/ICSMC.2004.1400762
https://doi.org/10.3390/robotics12040111
https://doi.org/10.3390/robotics12040111
https://doi.org/10.1109/VR46266.2020.00060
https://doi.org/10.1109/TVCG.2022.3181262
https://doi.org/10.1109/TVCG.2022.3181262

	Introduction
	Related Works
	Presence
	User Experience, Usability, and Performance
	Translation Methods
	Rotation Methods

	Designing the Novel Telepresence System
	Design Pillars
	Agency in the Robot’s Control
	Intuitive and Precise Control
	Translation Input: Joystick
	Rotation Input: Physical Rotation

	Spatial Awareness of the Remote Environment
	Immersive Setting
	Comfort
	Modular, Affordable, and Accessible

	Methods
	Proposed Design Evaluation
	Research Questions
	Experimental Design
	Dependent Variables
	Presence
	User Experience
	Usability
	Behavioral Measures
	Setup Factor Importance

	Virtual Environment
	Study Task
	Equipment
	Telepresence Robot Simulation
	Participants
	Procedure

	Results
	Presence and Vection Measures
	User Experience
	Motion Sickness (SSQ)

	Usability
	Task Load
	Use Case Setup Suitability

	Performance
	Task Completion Time
	Distance Traveled and Accumulated Rotation
	Collision
	Average Linear and Rotation Speeds

	Efficiency Indexes
	Task Completion Time
	Number of Collisions, Distance Traveled, and Accumulated Rotation
	Performance and Energy

	Setup Factor Importance Rating

	Interview Observations
	Presence and Immersion
	User Experience and Usability
	Motion Sickness
	Setup Physical and Cognitive Demands
	Long Term Use
	Comfort
	Safety
	Intuitive, Easy to Learn, and Easy to Control
	Engagement, Enjoyment, and Excitement

	Task Performance
	Use Cases
	Social Scenarios

	Suggestions for Improvements

	Discussion
	Presence
	User Experience and Usability
	Felt More Motion Sickness with the Novel Setup
	Novel Setup was More Physically Demanding
	Novel Setup Is Intuitive and Precise
	Novel Setup Is More Engaging, Enjoyable, and Exciting
	Novel Setup is Less Safe, Comfortable, and Would Not be Used Regularly or for Longer Periods

	Performance
	Collisions, Distance Traveled, Accumulated Rotations
	Task Completion Time
	Performance and Energy Indexes

	The Effects of Embodiment and Immersion Setup Factors
	Limitations

	Conclusion
	Electronic Supplementary information
	Acknowledgments



